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Abstract

This thesis describes a numerical study of binary boson stars within the context of an approxi-

mation to general relativity. Boson stars, which are static, gravitationally bound configurations of

a massive complex scalar field, can be made gravitationally compact. Astrophysically, the study

of gravitationally compact binaries—in which each constituent is either a neutron star or a black

hole—and especially the merger of the constituents that generically results from gravitational wave

emission, continues to be of great interest. Such mergers are among the most energetic phenomena

thought to occur in our universe. They typically emit copious amounts of gravitational radiation,

and are thus excellent candidates for early detection by current and future gravitational wave

experiments.

The approximation we adopt places certain restrictions on the dynamical variables of general

relativity (conformal flatness of the 3-metric), and on the time-slicing of the spacetime (maximal

slicing), and has been previously used in the simulation of neutron stars mergers. The resulting

modeling problem requires the solution of a coupled nonlinear system of 4 hyperbolic, and 5 elliptic

partial differential equations (PDEs) in three space dimensions and time. We approximately solve

this system as an initial-boundary value problem, using finite difference techniques and well known,

computationally efficient numerical algorithms such as the multigrid method in the case of the

elliptic equations. Careful attention is paid to the issue of code validation, and a key part of the

thesis is the demonstration that, as the basic scale of finite difference discretization is reduced, our

numerical code generates results that converge to a solution of the continuum system of PDEs as

desired.

The thesis concludes with a discussion of results from some initial explorations of the orbital

dynamics of boson star binaries. In particular, we describe calculations in which motion of such a

binary is followed for more than two orbital periods, which is a significant advance over previous

studies. We also present results from computations in which the boson stars merge, and where

there is evidence for black hole formation.
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Chapter 1

Introduction

One of the most revolutionary predictions of general relativity—Einstein’s spectacularly successful

theory of the gravitational interaction—is the existence of gravitational waves. Binary systems

composed of gravitationally compact objects 1, such as two black holes, two neutron stars or one

neutron star and one black hole, are among the most promising sources of these waves. According

to Einstein’s theory, such binaries have orbits which decay due to the emission of gravitational

radiation. This decay is thought to ultimately result in a violent “plunge and merger” of the two

objects, characterized by an extremely strong and dynamical gravitational field, and the emission

of an especially strong burst of gravitational radiation. An international network of laser interfer-

ometer detectors (e.g. LIGO [1], VIRGO [2], TAMA300 [3] and GEO600 [4]) has been constructed

to detect these bursts (as well as other sources), where the detection sensitivity is best for compact

objects having masses of the order 1 to 10 times that of the sun. However, even for such strong

sources, the terrestrial signal strength from a typical event (not likely in our own galaxy, or even in

our local group of galaxies, on the time scale of years) is expected to be much less than the inherent

noise in the instruments. Faced with this situation, the most promising technique to extract the

signals from the noise is matched filtering [5], which involves comparison of the measured signal

against a known (precomputed) family of waveforms. Construction of such template waveforms is

thus an urgent problem, and it requires accurate theoretical modelling of the process of compact

binary inspiral.

Due to the complexity and nonlinearity of the Einstein field equations for the relativistic grav-

itational field—to which one must add the governing equations for any matter fields which are

involved (such as a perfect fluid in the case of neutron stars)—accurate modelling of the late

phases of binary inspiral and merger requires a numerical approach. Now, as we will discuss in

more detail shortly (Sec. 1.1), the computer simulation of strongly interacting compact binaries

1An object with mass, M , is gravitationally compact if its radius, R, is close to its Schwarzschild radius, RS ,
defined by RS = 2GM/c2, where G is Newton’s gravitational constant, and c is the speed of light. For (spherical)
black holes R = RS , whereas for neutron stars RS/R is typically in the range 0.04–0.27.
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has seen tremendous advances over the past few years. This is especially true for the case of the

inspiral and collision of two black holes, which although a formidable problem, is simplified relative

to its neutron star counterpart by the fact that it does not involve matter fields. For neutron stars,

the need to solve the equations of general relativistic hydrodynamics in concert with the Einstein

equations leads to a host of other difficulties, including the need to deal with shocks, turbulence

and uncertainties concerning the equation of state. Moreover, the parameter space describing the

generic collision of two compact object has many dimensions, so that even with improved sim-

ulation techniques, identifying and extracting the key physics from the calculations will present

a huge computational challenge for years to come. Here we should emphasize that calculations

of interacting binaries must be done in three spatial dimensions and time, so that even a single

calculation that is adequately resolved requires the use of high performance computing facilities.

Given this state of affairs there is considerable motivation to look for simplified “toy models”,

with the hope and expectation that they can provide insight into aspects of the compact binary

problem, especially for the neutron star case. We have already noted that the plunge and merger

phase of neutron stars in inspiral is characterized by a strong and dynamical gravitational field.

At least heuristically, the dynamics is dominated by the bulk motion of the two stars, so that

localized features in the matter—such as individual shocks, or small-scale turbulence—should have

relatively little impact on the overall dynamics, or on the gravitational radiation which is produced.

We thus look for a matter model which can describe gravitationally compact objects, but where the

equations of motion for the matter are easier to treat computationally than those for a relativistic

fluid.

The studies in this thesis involve precisely such a matter model. Specifically, we adopt a single,

massive, complex scalar field as a matter source. The model admits localized, time-independent,

gravitationally-bound configurations known as boson stars, which, through an appropriate choice

of parameters, can be made compact. We can also set up initial data representing two stars, with

subsequent evolution describing a variety of different kinds of encounters. The equation of motion

for the scalar field is simply the general relativistic wave equation, or Klein-Gordon equation, whose

numerical solution using finite difference techniques is quite straightforward.

Moreover, in this thesis we take the “toy model” approach one step further. Although it is

certainly possible to simulate boson stars in a fully general relativistic setting [6, 7, 8, 9, 10], we

opt to study them within the context of a relatively simple approximation to general relativity
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which has previously been used to study strong-gravity effects in several scenarios of astrophysical

interest, including the interaction of neutron stars.

More specifically, and as will be discussed in detail in Chap. 2, this approximation is based on

the conformally flat condition, or CFC, for the spatial part of the metric (which is the fundamental

dynamical variable that describes the gravitational field), along with the maximal slicing condition,

which fixes the time coordinatization of the spacetime. Although the literature has traditionally

used the acronym CFC for the resulting approximation to Einsteinian gravity, we prefer to use CFA,

for conformally flat approximation. This stresses the fact that we are dealing with an approximation

to general relativity. Also, we emphasize that although neither acronym makes explicit reference

to the maximal slicing condition, that choice of time coordinatization has always been an essential

ingredient of the approximation, and is so here.

The CFA is based on the heuristic assumption that the dynamical degrees of freedom of the

gravitational field, i.e. those associated with gravitational radiation, play a small role in at least

some phases of the strong field interaction of a merging binary, and on the related fact that the

amount of energy contained in the waves, expressed as a fraction of the total mass-energy of the

system, tends to be small. The CFA effectively eliminates the two dynamical degrees of freedom

present in general relativity, but still allows for investigation of the same kinds of phenomena ob-

served in the full general relativistic case. These include the description of compact objects, the

dynamics of their interaction, and black hole formation. It is also worth mentioning that it is still

possible to study gravitational wave generation within this approximation via a perturbative mul-

tipole expansion of the metric components. Briefly, the incorporation of radiation effects, although

far from a trivial matter, can be realized through the introduction of a radiation reaction potential

in the equations of motion for the matter model. We also note that for spherically symmetric sys-

tems the CFA is not an approximation, but can always be adopted through an appropriate choice

of coordinates. Furthermore, use of the approximation for axially symmetric problems has indi-

cated that the results obtained mimic those of general relativity quite accurately [11, 12, 13, 14].

There is thus considerable motivation to perform additional studies of strong-field gravity using

this approach.

The CFA was first studied in a theoretical/mathematical context by Isenberg in the 1970’s

[15], and applied numerically (and independently) by Wilson et al. [16, 17, 18, 19, 20, 21, 22, 23]

in the 1990’s to the study of coalescing neutron-star binaries. In this prior work, Wilson and
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his collaborators presented evidence that, for a realistic neutron-star equation of state, general

relativistic effects might cause the stars to individually collapse to black holes prior to merging.

Furthermore, they observed that at least for some set of initial orbital parameters, strong-field

effects caused the last innermost stable circular orbit, or ISCO, to occur at a larger separation

distance, and thus at lower frequency, than was previously estimated by post-Newtonian methods.

This result had significance for the possible detection of gravitational waves, since it placed the

frequency of radiation from coalescence closer to the maximum sensitivity range of current laser-

interferometric detectors. However, the Wilson-Mathews compression effect was unexpected and

controversial, and raised questions concerning the validity of the CFA.

Subsequently, Flanagan [24] identified an inconsistency in the derivation of some of the equations

of motion used in this study, and suggested that use of the correct equations would reduce the

crushing effect. A revised version of simulations was published shortly thereafter [25]: a key claim

resulting from this work was that the crushing effect was still present, although the magnitude of

the observed effect was reduced relative to the previous calculations. Further comparisons between

a fully relativistic code and its CFA counterpart in the context of head-on collisions of neutron

stars showed the presence of this effect and lent more credibility to the earlier calculations [26].

However, the most recent simulations [27] aimed at studying the possible crushing phenomenon

actually indicate a decompressing effect on the neutron stars. Still, this result is not in direct

contradiction to Wilson et al’s results since the initial data used for the two sets of simulations

differ. For a more complete review of the history of this controversy, as well as a possible explanation

for the neutron star crushing effect, the reader should refer to the work by Favata [28] and references

therein. We should also note at this point that since this thesis work was started, new “waveless”

formalisms have been developed [29, 30], and have been used to improve the accuracy of certain

compact binary calculations [31] in the inspiral phase, relative to fully relativistic computations.

An ultimate goal of the work started in this thesis is to determine to what extent the CFA is

a good approximation for the modelling of general compact binaries. From this point of view, it is

particularly interesting to study the CFA within the context of a simpler matter model than that

previously adopted, and this provides an important motivation for our use of boson stars. Some of

the main questions we wished to address are as follows:

• Would boson stars collapse individually before merger, or is this phenomena strongly depen-

dent on how the matter is modelled? Favata [28] posited a mechanism that would tend to
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compress the neutron stars given a particular set of conditions. Does that analysis apply to

the binary boson star as well?

• How well does the CFA approximate the full general relativistic equations? Can we shed some

light on the nature of the radiative degrees of freedom in the full theory from a detailed study

of the differences between results obtained using the CFA and the full Einstein equations?

• What is the final result of the merger? Can we compare the results to those obtained from

other techniques, including fully general relativistic calculations?

• Where is the ISCO? Do the results obtained match those seen in collisions of fluid stars, or

can they at least be compared qualitatively?

In order to answer these and related questions, the Einstein equations (and ultimately the

equations that result from adopting the CFA) have to be cast in a form suitable for numerical

computation. What follows is a brief description of our modelling procedure; more details will be

provided in subsequent chapters.

The current work makes use of the 3 + 1 or ADM (Arnowitt-Deser-Misner) [32] decomposition

of the Einstein equations. One of the main features of the 3 + 1 approach, which underlies the

majority of the work in numerical relativity 2, is that it provides a prescription for disentangling the

dynamical field variables from those associated with the coordinate invariance of general relativity.

Specifically, the spacetime metric components are grouped into 4 kinematical components which

encode the coordinate freedom of the theory (the lapse function and three components of the shift

vector), and 6 dynamical ones (the components of a 3-dimensional metric induced in a constant-

time hypersurface). Now, for any specific calculation, the coordinate system must be completely

fixed by giving prescriptions for the lapse and shift. In particular, the time coordinate is fixed by

a choice of the lapse function, and, as already mentioned, in this work we follow previous studies

using the CFA and adopt so-called maximal slicing (a very commonly adopted slicing condition in

numerical relativity that was originally proposed by Lichnerowicz [33]). A key property of maximal

slicing is that its use inhibits the focusing of the world lines of observers that move orthogonally to

the hypersurfaces: such focusing can result in the development of coordinate singularities, and is

also associated with the formation of physical singularities. Another important point is that this

coordinate choice generally results in a well-posed elliptic equation for the lapse function.

2Numerical relativity can be defined as the subfield of general relativity that is concerned with the solution of
the Einstein equations, as well as the equations of motion for any matter sources, using computational methods.
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As the name suggests, the CFA requires the spatial 3-geometry to be conformally flat. This

reduces the number of independent components of the spatial metric from 6 to 1, and the single,

non-trivial function that then defines the spatial metric is called the conformal factor. Given

the maximal slicing condition, it transpires that conformal flatness implies that all non-trivial

components of the 4-metric are governed by elliptic equations.

Within the CFA, the dynamics of the gravitational field is completely determined by the dynam-

ics of the matter source(s), which in our case is a complex scalar field that satisfies the Klein-Gordon

equation. Overall then, the model considered here—which we will hereafter frequently refer to as

“our model”—is governed by a mixed system of 4 first-order hyperbolic partial differential equa-

tions (PDEs), coming from the complex Klein-Gordon equation, and 5 elliptic PDEs. We treat this

system as an initial-boundary value problem and the thesis focuses on the development, testing

and preliminary use of a code for its numerical solution. Our computational approach is based

on finite differencing [34], and we use approximations that are second-order accurate in the grid

spacing.

A numerical evolution of our model starts with the specification of initial conditions for the

complex scalar field. For example, for the relatively simple case of two identical boson stars that are

initially at rest, the solution of the coupled Einstein/scalar field equations in spherical symmetry,

and with a time-periodic ansatz for the scalar field, provides a static star profile that can be

duplicated and interpolated onto a three dimensional domain. This sets initial values representing

a binary system. Discrete versions of the elliptic equations governing the geometric quantities are

then solved at the initial time using the multigrid method [35]. The matter field values are then

time advanced using a second order discretization of the Klein-Gordon equation, which, along with

the elliptic equations for the advanced-time metric unknowns, is solved iteratively.

Our code has been subjected to a thorough series of tests that assess convergence of the nu-

merical results with respect to the basic discretization scale. Additional evidence for code validity

involves the use of conserved quantities, as well as the technique of independent residual evaluation

(which is defined and discussed in Chap. 4). Overall, results from these tests indicate that the

code is correctly solving the equations of motion that define the model. Specific results calculated

using the code include long-term evolution of an orbiting binary system, (more than two orbital

periods), as well as high speed head-on collisions. These results are promising and suggest that,

especially with enhancements such as the incorporation of adaptive mesh refinement and capabili-
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ties for parallel execution, the code will be a powerful tool for investigating strong-gravity effects

in the interaction of boson stars.

We now proceed to two short overviews of subjects that are germane to this work. First, in

Sec. 1.1, the current status of the numerical modelling of gravitationally-compact binary systems

is summarized. Second, some of the key previous studies of boson stars are reviewed in Sec. 1.2.

1.1 Overview of Numerical Simulations of Compact

Binaries

1.1.1 Black Hole Binaries

As mentioned previously, accurate modelling of compact star binaries is needed to help extract

the gravitational wave signal from the noise in current and planned terrestrial gravitational wave

interferometers. This section briefly describes the status of numerical relativistic modelling of these

binaries by means of a quick survey of the pertinent literature. We first note that there are several

good review papers on the general subject, including the following:

• Rasio & Shapiro’s review of coalescing binary neutron stars [36]. This covers work up to 1999

on coalescing binary neutron stars—using Newtonian, post-Newtonian and semi-relativistic

approximations—and is highly recommended for familiarizing the interested reader with ear-

lier research in the field.

• Baumgarte & Shapiro’s extensive review of the use of numerical relativity to model compact

binaries [37].

• Pretorius’ more recent review on black hole collisions [38].

Efforts to accurately model the collision of compact objects using fully general relativistic

calculations began with the work on black hole head-on collisions by Smarr and collaborators

in the 1970’s [39]. These calculations established numerical relativity as a sub-field of general

relativity in its own right, and indicated that one could expect perhaps a few percent of the total

mass-energy of the system to be emitted in gravitational waves. In the early 1990’s, Anninos et

al. [40] revisited and extended the head-on calculations. A major result from this effort was the

demonstration that the extracted gravitational waveform could be well-matched to (perturbative)
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black hole normal modes. In 1993 the Binary Black Hole Grand Challenge Alliance, involving many

investigators from several different institutions in the US, was founded with the mission to provide

stable, convergent algorithms to compute the gravitational waveforms from black-hole collisions.

Although this research spurred the development of computational infrastructure that is still being

used by the numerical relativity community, the project ended well short of its stated physics goals.

The most important simulations that resulted from the 5-year effort described the propagation of a

single black hole through a three dimensional computational domain [41]. Nonetheless, this result

constituted an important step towards the solution of the binary black hole problem, especially

when contrasted with previous computations where the black-holes were kept fixed in the domain

by specific choices of coordinates. It was not until 2004 that a significant amount of orbital motion

for a black hole binary was successfully simulated, when Brügmann and collaborators published

results [42] from computations of a full orbital period for a widely-separated black hole pair.

2005 then saw the publication of breakthrough results by Pretorius [43, 44], and the beginning

of the most productive period of binary black hole research. Pretorius presented calculations that

tracked the evolution of a binary black hole spacetime through several orbits, the plunge and merger

phase, and into the late-time stage where the final black hole quickly rings down to a near-stationary

(Kerr) configuration. Furthermore, Pretorius was able to extract a reasonably accurate gravita-

tional wave signal from the whole evolution. Pretorius’ work had an electrifying effect on research in

the field, and other groups, most notably the University of Texas at Brownsville (UTB) [45, 46, 47]

and NASA/Goddard [48, 49] teams, were quickly able to produce comparable results using similar

[50] or different techniques (moving punctures) [48, 49, 45, 46, 47, 51, 52]. Moreover, it was possible

to compare the various simulations and to show that the results were generally consistent to within

the level of numerical error [53].

Since that time, a large number of distinct simulations have been performed, and some in-

teresting phenomenology has been unearthed. Particularly noteworthy are the “kicks” that the

final black holes formed from mergers can experience due to asymmetric emission of gravitational

radiation during the coalescence [54, 55, 56, 57]. When the merger process is itself sufficiently

asymmetric—as is the case for the inspiralling collision of two holes with unequal masses—the

gravitational waves produced carry away net linear momentum. This imparts an equal and op-

posite momentum, or kick, to the final black hole, and the magnitude of the resulting recoil can

have astrophysical implications. For example, depending on the mass of the stellar cluster in which
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the binary is embedded, the merged black hole may actually be ejected from the cluster or even

the host galaxy. Early calculations concerning these kicks—which used non-spinning black holes

(no intrinsic angular momentum)—have now been extended to investigate the effects of the black

hole spins on the recoil velocity of the final black hole [58, 59, 60, 61, 62, 63]. These studies have

indicated that impressively large kicks (∼ 4000km/s) can result from misalignment of the black

holes’ intrinsic spins and the orbital angular momentum, as well as from large initial spins. In

addition, pioneering studies by the UTB/Rochester Institute of Technology group [64, 65, 66, 67]

have shown that the black holes’ initial spins can have a significant impact on the orbital dynamics,

as well as on the emitted gravitational waveform at late times.

Another interesting effect that is still being studied concerns the effect of orbital eccentricity on

the gravitational radiation waveforms; summaries of recent progress on this problem are given in

[54, 68, 69, 70, 71]. Moreover, comparison of the waveforms resulting from numerical simulations on

the one hand, and post-Newtonian calculations on the other, is also a rapidly developing industry

[72, 73, 74, 75, 76]. Especially notable in this regard are the very high accuracy simulations, recently

reported by the Cornell-Caltech group, that use pseudo-spectral techniques [77, 78]. Gravitational

waveforms from some of these studies have now been compared to those calculated from post-

Newtonian techniques [79]. These comparisons provide conclusive evidence that the best numerical

results can now provide more accurate waveforms for the late phases of inspiral than those computed

using post-Newtonian methods.

Finally, it is worth mentioning two studies of relativistic (high speed) black hole collisions

[80, 81]. This type of interaction is of particular current interest since it ties in with the phe-

nomenology of possible mini-black hole formation in new generations of particle accelerators such

as the Large Hadron Collider at CERN. Moreover, ultrarelativistic black-hole collisions represent

largely unexplored territory where fundamental theoretical issues might be addressed. These in-

clude the possibilities of naked singularity formation, as well as the production of an end state

containing three or more black holes, starting from a two black hole initial state. Although the

preliminary results show no evidence for naked singularities, they do provide explicit demonstration

of the copious amount of gravitational radiation that can be emitted from such encounters. Specif-

ically, in some of the cases simulated, as much as 25% of the initial rest-mass energy is emitted as

gravitational waves. This approaches the upper bound of 29% estimated by Penrose [82, 83].
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1.1.2 Neutron Star Binaries

The first fully relativistic simulation of binary neutron star inspiral and merger was performed by

Shibata and Uryū in 2000 [84]. Adopting a simple equation of state, they examined the issue of

the nature of the end state from the coalescence of two equal-mass stars. Perhaps not surprisingly,

their work indicated that the final configuration depended on the compactness of the initial neutron

stars: more compact stars would lead to black hole formation, while those less condensed would

merge to form a high-mass, differentially rotating neutron star. In 2002, subsequent work by

the same authors, using increased resolution in the simulations, produced gravitational waveform

estimates for the mergers [85]. Additional research by Shibata and his collaborators [86] has focused

on unequal mass binaries, as well as on the use of several different approaches to mimic realistic

equations of state [87, 88].

Work by other groups has followed, and there have now been several reports of stable long term

simulations that extend over a few inspiraling orbits through to merger (the end state is typically a

black hole) [89, 90, 91, 92]. It is worth noting that in all of the work mentioned this far, effects due

to magnetic fields were neglected. However, within the past year or so, preliminary results involving

magnetized neutron star binaries have started to appear [93, 94]. Finally, three dimensional general

relativistic simulations of mixed binaries—where one constituent is a black hole and the other is a

neutron-star—are also underway; see [95, 96, 97, 98, 99] and references therein.

1.2 An Overview of Boson Stars

The concept of a boson star can be traced back to work by Wheeler and collaborators [100, 101] who

considered self-gravitating “lumps” of massless fields (electromagnetic or gravitational), which they

dubbed geons. Unfortunately such configurations were soon found to be unstable and research on

them quickly subsided. However, the geon idea provided impetus for the investigation of scalar fields

in the context of general relativity. The earliest published work of direct relevance to our study is

due to Kaup [102], who pioneered the study of self-gravitating configurations of a massive complex

scalar field, governed by the coupled system of Einstein and Klein-Gordon (EKG) equations. The

main result of his work, which assumed spherical symmetry and a harmonic ansatz for the time

dependence of the scalar field, was to determine the equilibrium states of the system. These are

precisely the states that we now know as boson stars (Kaup referred to them as “scalar geons”). He
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emphasized the similarities with neutron (fluid) stars, and established the conditions under which

the stars would be stable (or unstable) to nonadiabatic radial perturbations. Indeed, Kaup was

primarily interested in the issue of stability, and how resistant to gravitational collapse the massive

complex scalar field was.

At about the same time, Ruffini and Bonazzola [103] investigated the same spherically sym-

metric system, and were also able to determine the equilibrium boson star solutions. However,

in contrast to Kaup, these authors viewed the model as representing a semi-classical approach in

which the Klein-Gordon field was fundamentally quantum mechanical. From considerations that

parallel the calculations performed by Chandrasekhar for fluid stars [104], one of their main results

was the notion of a critical mass for boson stars; that is a mass above which the pressure support

from the star (supposedly arising from the Heisenberg uncertainly principle) would be insufficient

to resist gravitational collapse. They showed that the critical mass for bosonic matter scaled dif-

ferently with the particle mass, m, than it did for fermionic (neutron star) matter, and that for

any reasonable values of m, the resulting sizes and mass of the boson stars would be so small as to

be astrophysically inconsequential.

However, many years later, a seminal paper by Colpi and collaborators [105] showed that if

the scalar field was endowed with a nonlinear self-interaction potential, then by suitable choice

of the coupling constants appearing in the nonlinear terms, boson stars with masses comparable

to neutron stars could be achieved using a plausible value for m. Specifically, for the case of a

λ|φ|4 potential, and for sufficiently large values of the dimensionless coupling constant 3, Λ =

λ ~c/4πGm2, the structure of the static solutions was found to change significantly relative to the

stars with λ = 0 that had originally been studied. For large Λ the stellar density profile exhibits

a relatively slow decline out to some coupling-dependent characteristic radius, and this leads to a

significant enhancement of the star’s mass. In fact, it was demonstrated in [105] that as Λ → ∞ the

maximum stellar mass has the same scaling dependence on the particle mass, m, as for fermionic

stars. Although this result led to revived interest in astrophysical implications of boson stars—

including the possibility that they might constitute at least some fraction of the dark matter that

is currently unaccounted for—we must emphasize that no fundamental scalar boson has yet been

detected, nor is there any credible evidence for the existence of boson stars.

The work by Colpi et. al. was followed by a burst of activity in boson star research, with several

3Colpi and collaborators adopt c = ~ = 1.
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groups carrying out investigations focused mainly on their stability properties [106, 107, 108, 109,

110, 111]. In 1991, Jetzer published a comprehensive review of the subject [112], and this remains

a very useful general reference, especially for newcomers, as does the review by Lee and Pang [113].

What one might identify as the modern era of boson star research began with work by Seidel

and Suen [114]. These authors considered the dynamical evolution of the full spherically-symmetric

Einstein-Klein-Gordon equations, and were thus able to directly address issues such as dynamical

stability. Their numerical experiments indicated that the stars, parametrized by the central mod-

ulus, φ0, of the scalar field, belonged to two “branches”: one stable, the other unstable. Further,

and in accord with analogous fluid-star calculations, as well as perturbation theory, the change

in stability was found to coincide with the boson star that had maximal mass. When perturbed,

stars that were on the stable branch were found to oscillate and radiate scalar radiation with a

particular frequency, eventually settling down to a somewhat less massive stable star. On the other

hand, stars on the unstable branch that were perturbed would either undergo gravitational collapse

to a black hole or radiate some scalar field and migrate to a configuration on the stable branch

with smaller mass. Later, in collaboration with Balakrishna, Seidel and Suen [115] extended these

studies to include excited states 4 and boson stars with nonlinear self-interactions. The dynamics

of spherically symmetric boson stars have also been studied by other authors, including Choptuik

and collaborators [116, 117], who have investigated the nature of critical gravitational collapse [118]

in this context.

In addition to the spherically symmetric work, the past decade or so has seen the accumulation

of a considerable literature on axially symmetric boson stars. Since most of this work is not closely

related to ours, we direct the interested reader to Schunck and Mielke [119], which remains the

most recent comprehensive review of boson stars.

Finally, there have been a few previous efforts in which the dynamical evolution of boson stars

has been studied in three spatial dimensions. This includes work by Balakrishna et. al. [7] and

Palenzuela et. al. which, in both cases, involved the solution of the full Einstein equations.

1.3 Summary of Thesis

The remainder of this thesis is organized as follows:

4The boson stars discussed thus far, and which constitute the focus of this thesis, are so-called ground state

boson star, where the spherically-symmetric scalar field profile is nodeless. The excited states have one or more
nodes (zero-crossings).
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Chap. 2 discusses the principal formalisms and (continuum) approximations used in this thesis.

A quick overview of general relativity is given, primarily to fix notation, and to introduce key

geometrical quantities (metric, curvature, etc.). This is followed by a review of the 3 + 1 decom-

position of spacetime, in which the 4-geometry of spacetime is viewed as the time history of the

3-geometry of a spacelike hypersurface. We then proceed to a description of our matter model (a

massive complex scalar field) which includes a derivation of the associated equations of motion for

the scalar field. This is followed by a section devoted to a general conformal decomposition of the

3 + 1 equations. The conformally flat approximation is then introduced, and the final form of the

equations of motion for our model is derived. Related issues such as the boundary conditions and

the ADM mass are also discussed.

Chap. 3 is concerned with the generation of initial data for our model. We first give a de-

scription of the construction of spherically symmetric, ground state boson stars. We then detail

the procedures we used to interpolate one of two stars onto the three dimensional computational

domain, and to provide the stars with initial velocities through the application of approximate

Lorentz boosts.

Chap. 4 begins with a review of some basic concepts related to the finite difference approxima-

tion (FDA) of partial differential equations (PDEs). This is followed by a description of a simple

example that illustrates the specific scheme we used to discretize our hyperbolic PDEs. We then

discuss the strategies and techniques we use to establish the validity of our code and to assess

the quality of the numerical results. The chapter concludes with a brief overview of the multigrid

method in general, as well as a description of the specific multigrid algorithm we implemented to

solve our discretized elliptic PDEs.

The majority of the original research contributions in this thesis are contained in Chap. 5. The

chapter starts with a discussion of the construction of the numerical code, including a description of

the overall algorithmic flow. This is followed by the results from a thorough series of code tests that

employed several different types of initial data. The dynamics of head-on collisions of boson stars

is then considered. The last part of the chapter discusses results related to orbital dynamics. We

perform a modest parameter space survey and identify three distinct endstates for the calculations:

1) long term orbital motion, 2) merger to a conjectured rotating and pulsating boson star, and 3)

merger to a conjectured black hole.

App. A documents the use of a publicly-available FORTRAN subroutine that generates initial
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data for a spherically-symmetric boson star, and which implements a general polynomial self-

interaction term for the scalar field. We feel that this routine should be of significant utility to

others who wish to study the dynamics of general relativistic boson stars.

App. B lists all of the finite difference formulae we have used in the thesis and includes a

note on the regularization of differential operators in curvilinear coordinate systems prior to finite-

differencing.

App. C contains brief documentation of a set of Maple procedures which facilitate the construc-

tion and coding of finite-difference discretizations of generic systems of PDEs. Again, some effort

has been expended in designing the routine so that it is potentially useful in other contexts, and

for other researchers.

Finally, App. D contains a brief review of the relaxation techniques that we have used in this

work.

1.4 Conventions, Notation and Units

We adopt the abstract index notation for tensors as defined and discussed in Wald [120]. In par-

ticular, letters from the beginning of the Latin alphabet, {a, b, c, ...}, denote abstract indices. We

then use two sets of indices for tensor components: Greek indices {µ, ν, ...} range over the spacetime

values 0, 1, 2, 3 (where 0 is the time index), while the subset of Latin indices {i, j, k, l,m, n} range

over the spatial values 1, 2, 3. The Einstein summation convention applies to both of these compo-

nent index types. We also adopt Wald’s sign conventions, so, in particular, the metric signature is

(−,+,+,+).

The totally symmetric and totally antisymmetric parts of a tensor of type (0, 2) are defined by

T(ab) =
1

2
(Tab + Tba) , (1.1)

and

T[ab] =
1

2
(Tab − Tba) , (1.2)

respectively.

Additionally, we use a common terminology from computational science in which the sets of

time-dependent PDEs with dependence on 1, 2 and 3 spatial dimensions (independent variables) are
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referred to as 1D, 2D and 3D, respectively. In particular, PDEs describing spherically symmetric

systems in which the field variables depend on time and a radial coordinate, r, are referred to as

1D.

A variety of differentiation operators are used below. ∇a and Da denote the covariant deriva-

tive operators compatible with the spacetime metric, gab, and induced hypersurface metric, γab,

respectively. The Lie derivative along a vector field va is denoted by Lv. Ordinary derivatives are

represented by different notations according to the context. For example the ordinary derivative of

the function f = f(x, y, z) with respect to the coordinate x will be denoted in one of the following

ways: ∂f/∂x ≡ ∂xf ≡ f,x. For time dependent functions, g = g(t, x, y, z), we also sometimes de-

note temporal differentiation using an overdot, so ġ ≡ ∂g/∂t ≡ ∂tg. Similarly, for functions of one

spatial variable, g = g(t, r) or g = g(r), we sometimes use the prime notation for the first (spatial)

derivative: g′ ≡ ∂g/∂r or g′ ≡ dg/dr. Finally, a variant of geometric units is used throughout this

thesis. Specifically, Newton’s gravitational constant, G, the speed of light in vacuum, c, and the

scalar field mass parameter, m, are all set to unity: G = c = m = 1.



16

Chapter 2

Formalism and Equations of Motion

As described in the introductory chapter, this thesis focuses on the numerical solution of a model

that describes the gravitational interaction of boson stars within an approximation to Einstein’s

general theory of relativity. The bulk of this chapter is devoted to a discussion of the formalism

underlying the model, and the derivation of the set of partial differential equations (PDEs) which

govern it. We start with a brief review of the general relativistic field equations in Sec. 2.1. We

then proceed to a discussion of the so called 3+1 (or ADM) formalism which underlies most of the

computational work 5 in which systems of general relativistic partial differential equations are solved

as initial value problems (or initial-boundary values problems). In Sec. 2.3 we discuss the matter

content of our model, which is a massive complex scalar field. The equation of motion for the scalar

field is derived, as are related quantities, including its stress-energy tensor. Sec. 2.4 then provides a

definition of the approximation we make to the Einstein equations, as well as a detailed derivation

of the PDEs that, using this approximation, then govern our model. The key element in the

approximation is the demand that the 3-metric (which is the fundamental dynamical variable in the

3+1 approach to general relativity) be conformal to a flat metric. In addition to this requirement,

a specific choice of time coordinatization—known as maximal slicing—is made (Sec. 2.4.1). This

combination of an assumption of conformal flatness and a choice of maximal slicing leads to what

we call the conformally flat approximation (or CFA) of general relativity.

Principally for the sake of completeness, Sec. 2.4.2 contains a review of a specific approach to

the conformal decomposition of the 3+1 form of the Einstein equations. Once this is in hand, it is

a relatively straightforward matter to impose conformal flatness, adopt maximal slicing and then

derive the equations of motion for our model (Sec. 2.4.3).

Ultimately this results in a system of nonlinear PDEs of mixed elliptic-hyperbolic type that

are written in Cartesian coordinates (Sec. 2.4.4). In Sec. 2.4.5 we discuss three different strategies

that we have investigated for the implementation of boundary conditions for this system. This is

5Here we note that an alternate formulation of Einstein’s equations, known as the generalized harmonic approach,
has also had a major impact on numerical relativity in the past few years.



17

followed by a definition of the ADM mass and a short description of our use of that quantity as a

diagnostic in our computations (Sec. 2.4.6). Sec. 2.5 then concludes the chapter with a recap of the

equations of motion, as well as a synopsis of how they were solved numerically. Thus, the reader

interested only in the final form of the equations of motion may wish to proceed directly to that

section.

2.1 The Field Equations of General Relativity

Space and time in general relativity are modelled as a four dimensional Lorentzian manifold, M.

Each point in the spacetime manifold corresponds to a physical event. The notion of distance

between two points or, in the spacetime case, the interval between two events, is encoded in a

symmetric, non-degenerate, tensor field of type (0, 2), the metric gab. The metric is thus the

fundamental entity used to quantify the geometry of spacetime, and gravitational effects arise due

to the fact that this geometry is, in general, curved.

Let {xµ} be a coordinate system that we assume covers that part of the manifold which is

of interest. The vector and dual vector bases associated with this coordinate system are called

coordinate bases and are usually written as {(∂/∂xµ)a} and {(dxµ)a}, respectively. Therefore the

metric components in this coordinate basis can be defined by:

gab ≡ ds2 = gµν (dxµ)a (dxν)b . (2.1)

The covariant derivative map, ∇a, is written in terms of the ordinary (partial) derivative map,

∂a, via

∇av
b = ∂av

b + Γbacv
c, (2.2)

where Γbac is the Christoffel symbol and vb is an arbitrary vector. Throughout this thesis we use a

covariant derivative that is compatible with the metric, i.e. that satisfies ∇agbc = 0. The Christoffel

symbol can then be calculated in terms of the ordinary derivative operator:

Γcab =
1

2
gcd (∂agbd + ∂bgad − ∂dgab) . (2.3)

The intrinsic notion of curvature of the spacetime can be made mathematically precise by
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considering the parallel transport of vectors along curves in the spacetime. 6 For example, a

spacetime is curved in a region if an arbitrary vector that is parallel transported along a closed

path that bounds that region experiences an overall rotation. Another consequence of curvature is

that the result of parallel transporting a vector is, in general, path dependent. In fact, the failure

of successive applications of the covariant derivative to commute captures the path-dependence of

parallel transport (along with the notion of curvature) and is quantified by the so called intrinsic

curvature tensor, the Riemann curvature tensor, defined by:

2∇[a∇b]wc = Rabc
d wd. (2.4)

Contractions of the Riemann tensor give rise to the Ricci tensor :

Rac = Radc
d , (2.5)

and to the Ricci scalar or scalar curvature:

R = gabRab. (2.6)

A key feature of the Riemann curvature tensor is that it satisfies the contracted Bianchi identity

which can be expressed as the fact that the Einstein tensor, defined in terms of the Ricci tensor

and scalar curvature as

Gab = Rab −
1

2
gabR , (2.7)

has vanishing divergence:

∇aGab = 0. (2.8)

Given a metric, gab, the Riemann curvature tensor can be written in terms of the Christoffel

symbols through the following tensorial equation:

Rabc
d = −2

(

∂[aΓ
d
b]c − Γec[aΓ

d
b]e

)

. (2.9)

Once a coordinate basis is chosen, the Riemann tensor components can be computed from the

metric components and its various derivatives in that basis. In particular, since from (2.3) the

6See Chap. 3 of [120] for a complete and detailed discussion of this material.
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Christoffel symbol components involve first derivatives of the metric components, the components

of the curvature tensor generally involve second derivatives of the metric.

The curvature of spacetime arises in response to the distribution of matter-energy in the space-

time, which includes contributions from the gravitational field itself, as well as those from any

matter fields present in the spacetime. For any given matter field, the coupling to gravity is

described by the stress-energy-momentum tensor (stress-energy for short): Tab. In many cases,

including that considered in this thesis, the equation of motion for the matter field can be derived

from the vanishing of the divergence of the stress tensor,

∇aTab = 0 . (2.10)

The Einstein field equations expresses the intimate relationship between the physical phenomena

taking place in the spacetime and the curvature of the spacetime geometry itself. In their most

compact and elegant form the field equations are:

Gab ≡ Rab −
1

2
gabR = κTab, (2.11)

where the constant κ depends on the system of units, but is also chosen so that in the weak-field

limit, the Newtonian description of gravity is recovered. In the geometric units used in this thesis

we have κ = 8π.

Once a coordinate basis is chosen, the Einstein equations can be cast as a system of 10 nonlinear

second order partial differential equations for the metric components, gµν , in the chosen coordinate

system. Since the metric signature is Lorentzian, i.e. (−,+,+,+), this system of partial differential

equations has a hyperbolic or wave-like character.

Although there have been many “exact” (closed form) solutions of the Einstein equations dis-

covered over the years, very few of these are considered to be of significant physical interest, and

even fewer are thought to be relevant to astrophysics. Typically, exact solutions are obtained by

demanding symmetries: the spherically symmetric Schwarzschild solution for a single black hole,

as well as the Kerr solution, which is axially symmetric and generalizes Schwarzschild to the case

of rotating black holes, are among the most important examples. However, for situations in which

1) the gravitational field is strong and highly dynamical, 2) there are no symmetries, and 3) one

does not have substantial a priori information about the expected nature of the solution, numeri-
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cal analysis provides the only currently viable general approach for solving the Einstein equations.

This, of course, is precisely the situation that confronts us in our current study of interacting boson

stars.

We end this brief overview of general relativity, with the observation that the complex, tensorial

nature of the Einstein field equations has fostered the development of many different approaches

to their expression and analysis. We will refer to any such approach as a formalism for general

relativity, and in this thesis will focus exclusively on formalisms that are appropriate for solving the

field equations as an initial-value problem. That is, we are interested in approaches where the state

of the gravitational field—defined in terms of some set of dynamical variables for the field—can

be prescribed at some initial time. The initial data will then be evolved to the future (or past)

using partial differential equations of motion for the dynamical variables. A given formalism must

thus include prescriptions for 1) the decomposition of spacetime into space and time, 2) the choice

of dynamical and auxiliary variables, and 3) the choice of time and space coordinates. Crucially,

it must also provide a specific form of the equations of motion that will be suitable for use in

numerical computations. As mentioned previously, the 3 + 1 (or ADM) formalism has formed the

basis for most work to date in numerical relativity. It is also the fundamental approach that we

adopt here, and is the topic of the next section. 7

7Here we should emphasize that developments over the past decade or so—both theoretical and computational—
have made it clear that the traditional form of the 3 + 1 equations is not generally suitable for fully 3D numerical
calculations. This is due to the fact that this form of the field equations is not strongly hyperbolic, and thus does
not lead, in general cases, to a well posed initial value problem. However, this fact is not relevant to our work since
as a result of the approximation we adopt, the quantities describing the gravitational field are all governed by elliptic

rather than hyperbolic PDEs.
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2.2 The 3 + 1 (ADM) Formalism

As we have just indicated, in the 3 + 1 (or ADM) formalism, spacetime is decomposed into space

and time. 8 Fundamental to this approach is the choice of a timelike unit vector field, ta, in the

spacetime and a foliation of spacelike hypersurfaces, Σt, parametrized by a time function. The

timelike vector field is chosen such that its integral curves represent the time coordinate (or time

function), t, throughout the spacetime, i.e. such that ta∇at = 1. In essence the vector field

and the time function are chosen to enable the definition of the notion of dynamical evolution for

quantities defined on the hypersurfaces. In order to make the last statement precise, it is necessary

to decompose spacetime vector fields (as well as tensor fields of higher rank) into (vector) pieces

that are either defined 1) exclusively on any given hypersurface, or 2) in a direction normal to the

hypersurface. For example, for the vector field ta itself we write

ta = αna + βa , (2.12)

where na is the future-directed, timelike unit vector field normal to Σt (thus satisfying gabn
anb = −1

with our convention for the metric signature), α is the function that gives the component of ta

in the normal direction, and βa is a vector field that resides on the hypersurface (thus satisfying

gabn
aβb = 0). In 3 + 1 parlance, α and βa are known as the lapse function and shift vector,

respectively.

From gabn
anb = −1 and gabn

aβb = 0 it follows from (2.12) that

α = −gabtanb . (2.13)

Introducing the projection tensor, γab, defined by

γab = δab + nanb, (2.14)

and also sometimes denoted ⊥a b, it follows from (2.12) and (2.14) that the shift vector is given by

βa = γabt
b . (2.15)

8The development in this section closely parallels that of York in [121].
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We also note that in order for ta∇at = 1 to be satisfied, (2.13) implies that we must have

na ≡ gabn
b = −α∇at. (2.16)

The decomposition of vectors into “temporal” and “spatial” parts can be readily generalized to

tensors of arbitrary rank. Following York [121], for any vector field, W a, we define

W n̂ = −W ana , (2.17)

and, in general, any upstairs n̂ index denotes that the original tensor index has been contracted

with −na. On the other hand, for a dual vector field, Wa, York defines

Wn̂ = +Wan
a , (2.18)

and then any downstairs n̂ index denotes contraction with +na.

Of special interest are tensors which have been completely projected onto the hypersurface. For

a general tensor, T ab...cd... we write

⊥ T ab...cd... ≡ γae γ
b
f . . . γ

g
c γ

h
d . . . T

ef...
gh... (2.19)

and ⊥ T ab...cd... is called a spatial tensor since

na ⊥ T ab...cd... = nb ⊥ T ab...cd... . . . = nc ⊥ T ab...cd... = nd ⊥ T ab...cd... . . . = 0 . (2.20)

One particularly important spatial tensor is the induced three dimensional metric, γab, of the

hypersurface

γab = gab + nanb , (2.21)

which, the reader should note, is also given by lowering the upstairs index of the projection tensor,

⊥a b ≡ γab.

In order to describe parallel transport of spatial tensors and curvature within the hypersurface,

a covariant derivative operator must be defined. A natural choice is to project the four dimensional

covariant derivative onto the spacelike hypersurface, leading to the definition of a three dimensional
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covariant derivative operator, Da:

Da ≡⊥ ∇a. (2.22)

The Riemann curvature tensor on the hypersurface is defined analogously to its four dimensional

counterpart:

2D[aDb]wc = Rabc
dwd, (2.23)

while the Ricci tensor and Ricci scalar are obtained by the usual contractions of the Riemann

curvature tensor:

Rab = Racb
c and R = Ra

a . (2.24)

As mentioned previously, the Riemann curvature tensor describes the curvature intrinsic to a

manifold. In the current case, which involves the embedding of three-dimensional hypersurfaces in

a four-dimensional spacetime, there is a second type of curvature, known as the extrinsic curvature,

that quantifies the embedding. Since the orientation of the hypersurface within the spacetime is

related to the unit normal vector, na, the covariant derivative of na thus characterizes nearby

changes in the orientation. The extrinsic curvature tensor, Kab, can therefore be defined as the

projection of the covariant derivative of the dual vector field associated to the normal vector field:

Kab = − ⊥ ∇anb = −1

2
⊥ Lngab = −1

2
Lnγab. (2.25)

Since both sides of the Einstein equations must be decomposed in the 3+1 approach, we must

also consider various projections of the stress-energy tensor along the normal na and onto the

hypersurface, Σt. First note that the stress-energy tensor Tab is a type (0, 2) symmetric tensor. A

generic tensor of this type can be decomposed in the following way in the 3+1 formalism:

Tab =⊥ Tab − 2n(a ⊥ Tb)n̂ + nanbTn̂n̂. (2.26)

We rewrite the above as

Tab = Sab − 2J(anb) + ρnanb, (2.27)
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where the quantities, ρ, Ja and Sab are defined by

ρ ≡ Tn̂n̂ = Tabn
anb = T abnanb, (2.28)

Ja ≡ ⊥ Tan̂ =⊥ (Tabn
b), (2.29)

Ja ≡ ⊥ T an̂ = − ⊥ (T abnb), (2.30)

Sab ≡ ⊥ Tab, (2.31)

Physically, ρ is interpreted as the local energy density, Ja as the momentum density, and Sab as

the spatial stress tensor, all measured by observers moving orthogonally to the slices.

The several possible combinations of projections of Einstein equations along the “temporal”

and “spatial” directions give rise to the equations of motion in the 3 + 1 form. Projecting both

indices with na we find

R +K2 −KabK
ab = 16πρ, (2.32)

where K ≡ Ka
a is the trace of the extrinsic curvature. Eq. (2.32) is also known as Hamiltonian

constraint. On the other hand, if only one index is contracted along na, while the other is projected

onto the hypersurface, we derive a three-vector equation known as the momentum constraint :

DbK
ab −DaK = 8πJa. (2.33)

We note that care must be exercised in using the covariant form of this equation, since due

to the relative sign in the definitions of Ja and Ja in equations (2.29) and (2.30) (see definitions

(2.17) and (2.18)), we have

⊥ Gan̂ = −DbKab +DaK = 8πJa, (2.34)

⊥ Gan̂ = DbK
ab −DaK = 8πJa. (2.35)

Key features of the constraint equations are the presence of only spatial tensors and the absence

of explicit time derivative of these tensors. They must be satisfied by {γab,Kab} on all slices,

including the initial slice.

The 3+1 equations that do involve time derivatives of the spatial tensors {γab,Kab}, are thus



25

called evolution equations. For the spatial metric, an evolution equation follows from the definition

of the extrinsic curvature (2.25):

Ltγab = −2αKab + Lβγab. (2.36)

where Lt is the Lie derivative with respect to the vector field ta. We note here that the Lie

derivative of a general tensor, T a1...ak
b1...bl

, with respect to a vector field, va, is defined by: 9

LvT a1...ak
b1...bl

= vcDcT
a1...ak

b1...bl
−

k
∑

i=1

T a1...c...ak
b1...bl

Dcv
ai

+
l

∑

j=1

T a1...ak
b1...c...bl

Dbj
vc . (2.37)

The evolution equation for the extrinsic curvature can be derived by considering the projec-

tion of both indices of Einstein equations, which involves computation of ⊥ Ran̂an̂. After some

manipulation, we find

LtKa
b = LβKa

b −DaDbα+ α

[

Ra
b +KKa

b + 8π

(

1

2
γab(S − ρ) − Sab

)]

. (2.38)

All of the definitions and decompositions discussed thus far are independent of any choice of

coordinate system. Operationally however, we must introduce coordinates, xµ ≡ (t, xi), in order

to cast (2.32), (2.33), (2.36) and (2.38) as a system of partial differential equations that can then

be solved—using a numerical approach in general—for given initial data and boundary conditions

(we remind the reader that Greek indices such as µ range over the spacetime values, 0,1,2,3, while

Latin indices such as i are restricted to spatial values, 1,2 and 3). We thus adopt such a coordinate

system, with the time coordinate, t, being identified with the time function. In terms of tensor

components taken with respect to the coordinate basis, the spacetime displacement can be written

as

ds2 = gµνdx
µdxν

= −α2dt2 + γij
(

dxi + βidt
) (

dxj + βjdt
)

. (2.39)

9We should emphasize that this expression is valid for any derivative operator Da. The reader should refer to
App. C of Wald [120] for a comprehensive discussion.
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We emphasize that the lapse function, α, the three shift vector components, βi, and the six com-

ponents of the symmetric 3-metric, γij , that appear in the above expression are all functions of

the coordinates xµ ≡ (t, xi). We also note that the lapse function can be interpreted as the ratio

of proper time to coordinate time for an observer travelling normally to the hypersurface, while

the shift vector encodes the translation of spatial coordinates from one slice to the other, again

relative to propagation in the normal direction. In addition, component indices of spatial tensors

are lowered and raised with the 3-metric γij and its inverse γij , respectively, where γij is defined

by γikγkj = δij .

As discussed above, the decomposition of the stress-energy tensor gives rises to a variety of

energy-momentum quantities defined by equations (2.28-2.31). Using the relations nµ = (1/α;−βi/α)

and nµ = (−α; 0), these quantities become

ρ =
T00

α2
− 2

βiT0i

α2
+
βiβjTij
α2

= α2T 00, (2.40)

Ji =
Ti0
α

− Tijβ
j

α
, (2.41)

J i = α(T i0 + T 00βi), (2.42)

Sij = Tij . (2.43)

The component form of the evolution equations can then be written as

∂tγij = −2αγikK
k
j + 2D(iβj) , (2.44)

and

∂tK
i
j = βk∂kK

i
j − ∂kβ

iKk
j + ∂jβ

kKi
k −DiDjα

+ α

[

Ri
j +KKi

j + 8π

(

1

2
δij(S − ρ) − Sij

)]

. (2.45)

We will use these versions of the evolution equations for the components of the 3-metric and extrinsic

curvature when discussing spherically symmetric spacetimes in Ch. 3. However, for the purpose

of performing a conformal decomposition of the 3+1 evolution equations—which is done later in

the current chapter—we will start from slightly different forms which may be easily derived from

previous formulae using straightforward tensor calculus. Specifically, for the 3-metric components
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we can also write

L(t−β)γij = −2αKij (2.46)

which follows immediately from (2.36) as well as

L(t−β)γ
ij = 2αKij . (2.47)

This last result is easily established from (2.46) and the fact that

0 = L(t−β)

(

δik
)

= L(t−β)

(

γijγjk
)

= γjkL(t−β)γ
ij + γijL(t−β)γjk

=⇒ γjkL(t−β)γ
ij = −γijL(t−β)γjk .

For the extrinsic curvature components, Kij , we have

L(t−β)Kij = −DiDjα+ α

[

Rij +KKij − 2KikK
k
j + 8π

(

1

2
γij(S − ρ) − Sij

)]

. (2.48)

Additionally, the constraint equations in component form are:

R +K2 −KijK
ij = 16πρ, (2.49)

DjK
ij −DiK = 8πJ i. (2.50)

Even within a specific formulation of the Einstein equations, such as the 3+1 approach described

above, the coordinate invariance of general relativity ensures that there are generally many distinct

possibilities to solve the specific set of PDEs that results once the coordinate system has been fully

fixed (full specification of the lapse and shift). Here we are referring to the fact that we have

more equations (4 second-order “elliptic” constraints + 12 first-order-in-time evolution for a total

of 16 equations) than fundamental dynamical unknowns (6 gij + 6 Kij = 12 unknowns). The

interested reader is referred to the classic paper by Piran [122] in which nomenclature, such as

free evolution, constrained evolution and partially-constrained evolution is defined and discussed.

Here, the key thing to note is that the approximation (CFA) that is adopted in this thesis has

the advantage of providing a single, well defined set of 5 elliptic PDEs for 5 well defined functions

that completely fix the spacetime geometry. In this sense, and in an abuse of Piran’s original
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classification, we implement a fully constrained evolution for the geometrical field and, further,

in contrast to the full general-relativistic situation there are no purely gravitational degrees of

freedom. That means that in the model considered here, as is the case for any model that adopts

the CFA with maximal slicing condition, all dynamics is linked to the dynamics of the matter.

This has a host of ramifications, physically, mathematically and computationally, but particularly

given the efforts that have been expended on taming instabilities in free evolution approaches for

the full Einstein equations, is one of the most attractive features of Isenberg’s proposal.
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2.3 The Complex Scalar Field

The matter model adopted in this thesis is a complex Klein-Gordon field, which satisfies a Klein-

Gordon equation as discussed in detail below. This field represents a simple type of matter that

when coupled to Einstein gravity, or in the context of the approximation adopted in this thesis,

admits star-like solutions. Studies focusing on such solutions—known as boson stars—using a

variety of techniques including numerical analysis, have a rich history and we refer the reader to

the paper by Schunck and Mielke, [119] (and references therein), for an excellent and thorough

review of the subject as of about five years ago.

General relativists have studied Klein-Gordon fields for many purposes over the years. As

either 1) a classical field or 2) a quantum-theory of spin 0 particles, scalar fields have been widely

exploited for exploratory theoretical studies. A key point is that the simplicity of scalar matter

(in terms, e.g. of physical interpretation as well as complexity of the equations of motion), often

allows one to investigate and understand basic theoretical issues in Einstein gravity relatively free

of the complications a more realistic matter model could bring in. This is a chief motivation for

the use of a scalar field in the current work.

In the discussion below, we will refer to the system of a single Klein-Gordon field minimally

coupled 10 to Einstein gravity as the Einstein-Klein-Gordon (EKG) system. We note that we adopt

a complex scalar field, rather than a real one, since it has been long known that there are no regular,

static solutions (i.e. star-like solutions) for a real scalar field in general relativity. Interestingly,

for us this turns out to be something of a technical point, since for a real field coupled to Einstein

gravity there are quasi-static solutions known as “oscillons” which have decay times that can be

much longer than the intrinsic dynamical time [123]. Thus in principle one could use a real scalar

field to study some of the effects we wish to examine in this thesis and follow-up work. However,

for a variety of reasons, not least including the ease with which one can generate star-like solutions,

we prefer to work with the complex field.

Additionally, the complex field must interact in an non-trivial potential, which we define to

include a mass term. The possibilities for potential choice are endless, and have formed the basis

for much previous work. Again, we choose the simplest approach and, at least initially, adopt only

a mass term. The boson stars modelled by scalar fields with this self-interaction potential are also

known in the literature as mini-boson stars.

10The notion of minimal coupling is defined in the next section.
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Since mathematically we are ultimately interested in solving an approximate EKG system as an

initial value problem, we note in passing that a scalar field is known to admit a well-posed initial

value formulation in the following sense [120]:

• For an initial data in a spacelike Cauchy surface Σ in a globally hyperbolic spacetime 11

(M, gab), there is an open neighbourhood O of Σ such that the Klein-Gordon equation has a

solution in O and (O, gab) is globally hyperbolic.

• The solution in O is unique and propagates causally.

• The solution depends continuously on the initial data.

In addition to possessing star-like solutions, a key advantage of scalar matter relative to the

more-astrophysically relevant perfect fluid case, is that the solutions do not tend to develop shocks

or rarefaction regions. Rather, as is expected from the structure of the equations, and has been

born out by many [114, 123, 124, 115, 116, 125, 126, 127, 128, 7, 8, 9, 129, 117, 10, 130] previous

numerical studies, solutions tend to remain as smooth as the initial data, except at actual physical

singularities (produced, for example, by gravitational collapse).

2.3.1 Einstein-Klein-Gordon System

One route to study matter models in general relativity is to postulate equations of motion for the

matter, derive a suitable stress-energy tensor Tab compatible with those equations and then use

the Einstein equations to relate the matter distribution to the spacetime curvature through this

stress-energy tensor. However, and as already mentioned, in many cases local conservation of the

stress-tensor, implies the matter equation of motion. In such cases it is essentially sufficient to

postulate the stress-energy tensor Tab for the matter model in order to study the coupled system

of matter distribution and spacetime geometry.

Additionally, and for a variety of reasons, it is often useful to adopt a Lagrangian (or variational)

approach to Einstein equations and we will do so here. Here, a basic observation is that the vacuum

Einstein equations can be obtained from the functional derivative of the so called Hilbert action

functional:

SG[gab] =

∫

M

LG =

∫

M

√−gR, (2.51)

11When the domain of dependence of a Cauchy surface is the whole spacetime (region of interest) then this
spacetime (region) is said to be globally hyperbolic
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where LG =
√−gR is the Einstein Lagrangian density and R the Ricci scalar. It is a standard

exercise to show that the functional derivative of the action with respect to the inverse metric gab

is

δSG
δgab

=
√−gGab, (2.52)

which then clearly yields the vacuum Einstein equations Gab = 0 when the field configuration

satisfies the action extremization condition:

δSG
δgab

= 0. (2.53)

In order to obtain a coupled matter-gravity system, one then simply adds to the matter La-

grangian density to the Hilbert term (this is the so-called minimal coupling prescription). We thus

have

L = LG + αMLM , (2.54)

where αM is a coupling constant that can typically be rescaled through a redefinition of the matter

fields. In the case of the Einstein-Klein-Gordon system one conventional choice that we adopt here

is αKG = 16π.

The stress-energy tensor can now be calculated as the variation of the matter action with respect

to the inverse metric field gab. Specifically, one has

Tab = −αM
8π

1√−g
δSM
δgab

, (2.55)

where SM is the action functional for the matter field M (understood here as a generic collection

of matter fields and their higher order covariant derivatives):

SM [gab,M ] =

∫

M

LM . (2.56)

Finally, variations of the action SM with respect to the matter fields themselves generate the

equations of motion for the matter.

For the reasons discussed above, we now restrict attention to matter consisting of a single
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complex scalar field, Φ. We write the field as

Φ = φ1 + iφ2 = φ0 exp(iθ), (2.57)

where φ1, φ2, φ0 and θ are real-valued functions of the spacetime coordinates xµ. The Lagrangian

density associated with this field is

LΦ = −1

2

√−g
(

gab∇aΦ∇bΦ
∗ + U(|Φ|2)

)

, (2.58)

where U(|Φ|2) is the scalar field self-interaction potential. As also discussed above, we will eventu-

ally specialize to the case where U contains only a mass term

U(|Φ|2) = m2ΦΦ∗ = m2φ2
0 = m2(φ2

1 + φ2
2), (2.59)

but for the time being we will continue the discussion in terms of general potentials.

We now rewrite the Lagrangian (2.58) in terms of the real-valued quantities defined in (2.57):

LΦ = −1

2

√−g
(

gab∇aφ1∇bφ1 + gab∇aφ2∇bφ2 + U(φ2
0)

)

. (2.60)

Klein-Gordon equations for each real valued component (φA ∈ {φ1, φ2}) can then be obtained by

the usual variational procedure, yielding

�φA − dU(φ2
0)

dφ2
0

φA = 0 or gab∇a∇bφA − dU(φ2
0)

dφ2
0

φA = 0, A = 1, 2, (2.61)

where � ≡ gab∇a∇b is the general relativistic D’Alambertian operator.

Once a coordinate system is chosen, each of the above scalar Klein-Gordon equations is a

second-order-in-time PDE. In keeping with the 3+1 spirit, it is often conventional to recast these

equations in first-order-in-time form, and we do so here. One specific way of doing this is to pass

to the Hamiltonian description of the system in the standard fashion. Namely, we consider the

Lagrangian as a function of the field and its spatial and time derivatives; we define a conjugate mo-

mentum associated with the field; we write down the Hamiltonian functional from the Lagrangian

by performing a Legendre transformation for the conjugate momentum; and we then evaluate the

Hamilton evolution equations from the Lagrangian. Full details of this procedure can be found in
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standard texts such as Wald [120], and here we simply summarize the results for the scalar field.

Since the scalar-field Lagrangian (2.58) does not contain time derivatives higher than first order,

the conjugate momentum associated with each component of the scalar field can be defined as:

ΠA ≡ δ(
√−gLφA

)

δφ̇A
, (2.62)

or, more explicitly

ΠA =

√−g
α2

[

φ̇A − βi∂iφA

]

, (2.63)

where the overdot denotes differentiation with respect to the time coordinate.

The dynamical equations of motion (2.61) can be rewritten in terms of these conjugate fields,

leading to four first-order-in-time partial differential equations for the two conjugate pairs of vari-

ables {φA,ΠA} (where A = 1, 2):

∂tφA =
α2

√−gΠA + βi∂iφA, (2.64)

∂tΠA = ∂i(β
iΠA) + ∂i(

√
−gγij∂jφA) −

√
−gdU(φ2

0)

dφ2
0

φA. (2.65)

These last equations can be further manipulated using the following relationship between the

determinants of the spacetime and spatial metrics: 12

√
−g ≡ α

√
γ, (2.66)

yielding

∂tφA =
α√
γ

ΠA + βi∂iφA, (2.67)

∂tΠA = ∂i(β
iΠA) + ∂i(α

√
γγij∂jφA) − α

√
γ
dU(φ2

0)

dφ2
0

φA. (2.68)

Having obtained equations of motion for the scalar field, we now consider computation of the

stress-energy tensor and the 3+1 quantities derived from it. Using the variational prescription

12This relation is derived from the definition of inverse metric: g00 = −α−2 = (−1)0+0det(γij )/det(gµν ) = γ/g.
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sketched above we find

Tab =
1

2

[

∇aΦ∇bΦ
∗ + ∇bΦ∇aΦ

∗ − gab(g
cd∇cΦ∇dΦ

∗ + U(ΦΦ∗))
]

, (2.69)

which, adopting a coordinate basis, and working with the real-valued field components becomes

Tαβ =

2
∑

A=1

1

2
[∂αφA∂βφA + ∂βφA∂αφA − gαβg

µν∂µφA∂νφA] − 1

2
gαβU(φ2

0). (2.70)

From the above, and using (2.40)-(2.43), we compute the 3+1 stress-energy quantities and find:

ρ =
1

2

2
∑

A=1

[

Π2
A

γ
+ γij∂iφA∂jφA

]

+
1

2
U(φ2

0), (2.71)

Ji =

2
∑

A=1

[

ΠA√
γ
∂iφA

]

, (2.72)

J i =

2
∑

A=1

[

−ΠA√
γ
γij∂jφA

]

, (2.73)

Sij =
1

2

2
∑

A=1

{

2∂iφA∂jφA + γij

[

Π2
A

γ
− γpq∂pφA∂qφA

]}

− 1

2
γijU(φ2

0). (2.74)

Additionally, we need to compute the trace of the spatial stress tensor, S ≡ Sii as well as the

combination ρ+ S. These are given by

Sii =
1

2

2
∑

A=1

[

3
Π2
A

γ
− γij∂iφA∂jφA

]

− 3

2
U(φ2

0), (2.75)

ρ+ S =

2
∑

A=1

[

2
Π2
A

γ

]

− U(φ2
0). (2.76)

2.3.2 Noether Charge

The invariance of the Klein-Gordon Lagrangian density, Eq. (2.58), under a global U(1) symmetry

transformation Φ → Φeiǫ gives rise to a conserved current density according to Noether’s theorem.

Roughly, this result can be obtained as follows:

First, consider the Klein-Gordon action as a functional of the inverse metric, the scalar field

and its first covariant derivative, instead of the inverse metric and the scalar field alone, as in the
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last subsection:

SKG[gab,Φ,∇aΦ] =

∫

M

LKG(gab,Φ,∇aΦ). (2.77)

Also note that for a scalar field we have ∇aΦ = ∂aΦ. Defining the variation of a functional or

function with respect to a parameter ǫ as:

δS[Φǫ] ≡
dS

dǫ

∣

∣

∣

∣

ǫ=0

and δΦ ≡ dΦ

dǫ

∣

∣

∣

∣

ǫ=0

, (2.78)

the variation of the Klein-Gordon action functional can then be expanded as:

δSKG =

∫

M

δSKG
δgab

δgab +
δSKG
δΦ

δΦ +
δSKG
δ(∂aΦ)

δ(∂aΦ). (2.79)

Our interest here is in variations that keep the action functional constant; that is, variations such

that δSKG = 0. The inverse metric gab is invariant under the action of a U(1) transformation:

δgab = dgab

dǫ |ǫ=0 = 0, and the first term in the Eq. (2.79) drops out. Further simplification of

Eq. (2.79) results from noting that the variation with respect to the field derivative can be rewritten

as:

δ(∂aΦ) =
d(∂aΦ)

dǫ

∣

∣

∣

∣

ǫ=0

= ∂a

(

dΦ

dǫ

) ∣

∣

∣

∣

ǫ=0

= ∂a(δΦ), (2.80)

since ordinary derivatives commute. Inserting the above relationship in Eq. (2.79), we have after

some simple algebraic manipulation:

δSKG =

∫

M

{[

δSKG
δΦ

− ∂a

(

δSKG
δ(∂aΦ)

)]

δΦ + ∂a

(

δSKG
δ(∂aΦ)

δΦ

)}

. (2.81)

The first term of the equation above is simply the Klein-Gordon equation of motion which vanishes

identically. The second term is a total divergence that can be converted to a surface term using

Stokes theorem, and which also has to vanish if the action is supposed to be invariant under the field

variation δΦ. This then implies that the current density, ja, associated with the U(1) symmetry

and defined by

ja ≡ δSKG
δ(∂aΦ)

δΦ, (2.82)

is conserved

∂aj
a = 0. (2.83)



36

A conserved (Noether) charge, QN , is associated with the “time” component of the current

density:

QN =

∫

Σt

jt, (2.84)

where Σt is a spacelike hypersurface as previously, and a fixed volume element on Σt, e, is under-

stood in the integration.

To compute the explicit form of the Noether current we apply Eq. (2.82) to the Klein-Gordon

Lagrangian (2.58), obtaining

δLKG ≡ ∂a

(

δSKG
δ(∂aΦ)

δΦ +
δSKG
δ(∂aΦ∗)

δΦ∗

)

= ∂a

(

−1

2

√−ggab(∂bΦ∗δΦ + ∂bΦδΦ
∗)

)

, (2.85)

so the current density is

ja = −1

2

√−ggab(∂bΦ∗δΦ + ∂bΦδΦ
∗). (2.86)

For an infinitesimal U(1) transformation, Φ → Φ + iǫΦ, we have

δΦ = iǫΦ and δΦ∗ = −iǫΦ∗, (2.87)

and we have

ja = −i1
2

√−ggab(Φ∂bΦ∗ − Φ∗∂bΦ), (2.88)

where the constant ǫ has been factored out. Using the component form of the field, Φ = φ1 + iφ2,

this can also be expressed as:

ja =
√−ggab(φ2∂bφ1 − φ1∂bφ2). (2.89)

Finally the time component of the current density in a 3+1 coordinate basis assumes the following

form:

jt =
√−g

[

gtt(φ2∂tφ1 − φ1∂tφ2) + gti(φ2∂iφ1 − φ1∂iφ2)
]

=
√−g

[

− 1

α2
(φ2∂tφ1 − φ1∂tφ2) +

βi

α2
(φ2∂iφ1 − φ1∂iφ2)

]

= φ1Π2 − φ2Π1, (2.90)
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where Eq. (2.64) was used to simplify the second line of the above, and to express ∂tφA in terms

of their respective conjugate momenta ΠA. Choosing the fixed volume element e on Σt to be the

coordinate volume element d3x, the Noether charge can be written as:

QN =

∫

Σt

(φ1Π2 − φ2Π1) d
3x (2.91)

and can be expected to be conserved: i.e. to have the same value on each slice Σt of the spacetime

foliation. This expression is used in Chap. 5 as one diagnostic to ensure that the numerical code

used to solve our model system is producing sensible results.
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2.4 The Conformally Flat Approximation (CFA)

This section provides a detailed description of the conformally flat approximation (CFA) of general

relativity. Our definition of the CFA includes a particular choice of time coordinate, known as

maximal slicing, which is briefly discussed in Sec. 2.4.1. We continue in Sec. 2.4.2 with a detailed

review of a specific conformal decomposition of the 3 + 1 Einstein equations. Once the conformal

Einstein equations have been derived, we introduce the assumption of conformal flatness in 2.4.3

and derive the simplified set of field equations that result. These equations are covariant with

respect to a choice of spatial coordinates, and in Sec. 2.4.4 we fix those coordinates to be Cartesian.

This then yields the actual PDEs that we solve numerically. Sec. 2.4.5 discusses three different

approaches we investigated for imposing boundary conditions on the PDEs. Finally, Sec. 2.4.6

describes the definition and calculation of the ADM mass, which we use as a diagnostic quantity

in our computations.

2.4.1 Maximal Slicing

In the initial value, or Cauchy, formulation formulation of Einstein’s equations, the choice of time

coordinate is related to the choice of the spacelike hypersurfaces that foliate spacetime since the

hypersurfaces are level surfaces of the time coordinate. As briefly discussed in Sec. 2.2, the em-

bedding of these three dimensional hypersurfaces in the four dimensional spacetime is described

by the extrinsic curvature Kab. It is therefore natural to choose the time coordinate by imposing

a condition on the extrinsic curvature. One particular choice widely used in numerical relativity

demands that trace of the extrinsic curvature tensor vanish:

K ≡ Ka
a = 0 and ∂tK = 0. (2.92)

This choice is called maximal slicing and it is a particularly useful slicing for numerical compu-

tation since it tends to avoid spacetime singularities—such as those that arise from gravitational

collapse of matter to a black hole—by “freezing” the evolution in regions close to locations where

such singularities are developing [131]. Considering a congruence of worldlines for a family of ob-

servers travelling normally to the hypersurfaces, the maximal slicing condition implies that the

expansion of the congruence vanishes, inhibiting focusing of the worldlines as well as the formation

of caustics. Moreover, as the name suggests, and due to the non-Euclidean signature of spacetime,
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K = 0 slices have maximal volume with respect to small, but arbitrary, deformations of the hyper-

surfaces. The interested reader is directed to reference [132] for a more detailed discussion of this

choice of time slicing and its properties.

2.4.2 Conformal Decomposition of the Einstein Equations

Conformal decompositions of the Einstein equations in the context of the 3+1 formalism were first

introduced by Lichnerowicz in 1944 [33], who proposed a specific conformal decomposition of the

Hamiltonian constraint. The goal of the decomposition was to write the constraint as a manifestly

elliptic partial differential equation for a specific part of the 3-metric—namely an overall scale,

or conformal factor—and then to establish existence and uniqueness of solutions of the PDE. In

the 1970’s and early 1980’s, York and his collaborators (most notably Ó Murchadha) [133, 134,

135, 136, 137, 138, 139, 140], made significant and highly influential advances of Lichnerowicz’s

work through a general program aimed at understanding which of the basic dynamical variables in

the 3+1 approach should be freely specified at the initial time, and which should be fixed by the

constraints. An analogy was made to electromagnetism, where the field can be decomposed into

longitudinal and transverse parts, with the former representing the gauge degree of freedom, and

the latter encoding the dynamical (radiative) content of the theory. Building on previous work

by Deser and others [141, 142], York [136] thus considered similar decompositions for the case of

the symmetric rank-2 tensor fields that appear in the 3 + 1 approach: namely, the spatial metric

and the extrinsic curvature. The main idea was that a covariant 13 decomposition of these tensors

could yield at least a formal (or perhaps approximate) solution to the constraint equations, as well

as providing a route to establishing existence and uniqueness of the solutions. In addition, it was

hoped that the process would lead to an identification of the “true” dynamical degrees of freedom

of the gravitational field within the 3 + 1 framework. Ideally, these degrees of freedom were to be

covariant and freely specifiable, and were to encapsulate the radiative content of general relativity.

York’s work resulted in a specific conformal decomposition in which the transverse-traceless part

of the dynamical variables, {γab,Kab}, were to represent the radiative degrees of freedom.

Now, there is a strong argument to be made that the goals of York’s effort were not entirely

successful, especially in terms of identifying radiative degrees of freedom on a single slice in the

strong-field regime. However there can be no doubt that his program was an absolutely crucial

13Here “covariant” means covariant with respect to coordinate transformations in the hypersurfaces, i.e. with
respect to spatial diffeomorphisms.



40

development for numerical relativists since it allowed the constraint equations to be written as a

set of coupled, nonlinear elliptic PDEs, for which existence and uniqueness could be established.

Moreover the equations could be tackled and solved using standard numerical approaches for elliptic

systems. Most importantly for this thesis, the conformal transverse-traceless decomposition lies at

the heart of the approximation to the Einstein equations that we adopt for our model.

Thus, reemphasizing that the physical interpretation of York’s approach is still a matter of

debate, we now proceed to work through the details of the decomposition. 14 We start with

the general case in which no assumptions are made about the 3-metric, γab, and then specialize

in Sec. 2.4.3 to the case of a conformally flat γab. Our discussion parallels lecture notes on the 3+1

approach due to Gourgoulhon [144] and, as mentioned previously, we include the development here

largely for the sake of completeness.

The first step towards the conformal decomposition of the Einstein equations in 3 + 1 form is

an investigation of how each of the fields that appear in the equations changes under a conformal

transformation. Specifically, we must consider the action of conformal scalings on the components

of 1) the 3-metric, γij , 2) the connection, Cijk, associated with the spatial covariant derivative Di,

3) the 3-Ricci tensor, Rij , and, finally, 4) the extrinsic curvature Kij . Each of these is discussed in

turn below, after which results are assembled and used in the decomposition of the field equations

themselves.

For the case of the induced spatial metric, γij , conformal decomposition means that we introduce

a base metric, γ̃ij , and a strictly positive function, ψ ≡ ψ(xµ), known as the conformal factor, and

then write

γij ≡ ψ4γ̃ij . (2.93)

We note that γ̃ij is frequently known as the conformal metric and emphasize that it has no direct

physical interpretation. Defining the inverse of the conformal metric, γ̃jk, in the usual way, so that

γ̃ij γ̃
jk = δki, and noting that γijγ

jk = δki we have

γij = ψ−4γ̃ij . (2.94)

Proceeding to the connection, we first recall that any covariant derivative, Di, can be defined

14The reader who is interested in more details concerning transverse-traceless decompositions and their relationship
to gravitational radiation in general is directed to the review paper by Thorne [143].
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in terms of the ordinary derivative operator, ∂i via

Div
j = ∂iv

j + Γjikv
k, (2.95)

where vj are the components of a spatial vector and Γjik are the Christoffel symbols associated

with Di. If the covariant derivative is chosen to be compatible with the spatial metric, as will be

done here, then we have Diγjk = 0 and the Christoffel symbols can be calculated using the usual

formula:

Γjik =
1

2
γjl (∂iγkl + ∂kγil − ∂lγik) . (2.96)

Similarly, choosing a covariant derivative D̃i compatible with the conformal metric, so that D̃iγ̃jk =

0, we have:

Γ̃jik =
1

2
γ̃jl (∂iγ̃kl + ∂kγ̃il − ∂lγ̃ik) . (2.97)

The two covariant derivatives Di and D̃i can be related through the connection tensor, Cjik:

Div
j = D̃iv

j + Cjikv
k, (2.98)

where Cjik is calculated in terms of conformal covariant derivatives as follows:

Cjik =
1

2
γjl

(

D̃iγkl + D̃kγil − D̃lγik

)

. (2.99)

This last expression can be rewritten in terms of the conformal metric using equations (2.93) and (2.94)

along with the fact that D̃iγ̃jk = 0. After some manipulation, we find:

Cjik = 2γ̃jl
[

D̃i (lnψ) γ̃kl + D̃k (lnψ) γ̃il − D̃l (lnψ) γ̃ik

]

. (2.100)

The contraction of the above equation on its first and second indices, or, due to the symmetry

Cjik = Cjki, on its first and third indices, can be used to provide a useful expression for the

divergence of a vector in terms of a conformal divergence of an appropriate conformal scaling of

the vector:

Div
i = D̃iv

i + Ciikv
k = D̃iv

i + 6D̃i (lnψ) vi =
1

ψ6
D̃i

(

ψ6vi
)

. (2.101)

We next reexpress the spatial Ricci tensor, Rik, and Ricci scalar, R, in terms of their conformal
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counterparts, R̃ik, and R̃, as well as additional terms involving conformal derivatives of ψ. To that

end we start from the definition of the spatial Riemann tensor and then rewrite it in terms of the

connection tensor Cjik. From the definition (2.23) we have

Rijk
lwl = 2D[iDj]wk . (2.102)

In addition, the covariant derivative of a tensor of type (p, q) is given by

DkT
i1...ip

j1...jq = D̃kT
i1...ip

j1...jq +

p
∑

l=1

CilksT
i1...s...ip

j1...jq −
q

∑

l=1

CskjlT
i1...ip

j1...s...jq . (2.103)

Using (2.103) in (2.102), and performing some algebraic simplifications we find:

Rijk
l = R̃ijk

l − 2D̃[iC
l
j]k + 2Cmk[iC

l
j]m , (2.104)

The Ricci tensor is now given by contracting this last equation on its second and fourth indices,

yielding

Rik ≡ Rilk
l = R̃ik − 2D̃[iC

l
l]k + 2Cmk[iC

l
l]m . (2.105)

Using (2.100) in (2.105, we have the desired relationship between the physical and conformal spatial

Ricci tensors.

Rik = R̃ik − 2D̃iD̃k (lnψ) − 2γ̃ikγ̃
lmD̃lD̃m (lnψ)

+ 4D̃i (lnψ) D̃k (lnψ) − 4γ̃ikγ̃
lmD̃l (lnψ) D̃m (lnψ) . (2.106)

Taking the trace of this equation then provides an expression relating the physical and conformal

Ricci scalars:

R ≡ γikRik = ψ−4
[

R̃ − 8γ̃ikD̃iD̃k (lnψ) − 8γ̃ikD̃i (lnψ) D̃k (lnψ)
]

= ψ−4R̃ − 8ψ−5γ̃ikD̃iD̃kψ , (2.107)

where R̃ ≡ γ̃ikR̃ik. One sees immediately from this last equation one of the crucial results of

Lichnerowicz’s approach: namely that the conformal transformation “pulls out” from the extremely

complicated expression for R (when written out in full for the case of a generic 3-metric) a term
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that is proportional to the covariant Laplacian of the conformal factor, γ̃ikD̃iD̃kψ

Before moving on to a conformal treatment of the Einstein equations themselves, we need to

perform a conformal decomposition of the extrinsic curvature tensor, Kij . In anticipation of our

use of the decomposition in conjunction with maximal slicing, K ≡ Ki
i = 0, it is convenient to

first write the tensor as a sum of traceless and traceful pieces:

Kij = Aij +
1

3
Kγij , (2.108)

Kij = Aij +
1

3
Kγij , (2.109)

where Aij and Aij are, by definition, the traceless parts of Kij and Kij , respectively, so that

γijAij = γijA
ij = 0. In the following it will eventually be Aij— i.e. the traceless part of Kij—

that we will conformally transform according to

Aij ≡ ψsÃij . (2.110)

The non-zero conformal power, s, appearing in this definition can be chosen so that convenient

mathematical relationships result. In this regard it turns out to be natural to start from the

evolution equations (2.46) for the spatial metric components. We recall that these are given by

Lmγij ≡ L(t−β)γij = −2αKij , (2.111)

where ma = ta − βa = αna. Using (2.108) and (2.93) in the above, we find

Lmγ̃ij = −2αψ−4Aij −
2

3
αKγ̃ij − 4γ̃ijLm (lnψ) . (2.112)

Note that this equation involves time derivatives (through the Lie derivatives along ma) for both

the conformal metric and the conformal factor itself, and in this sense is a “coupled” evolution

equation for γ̃ij and ψ. Since we wish to treat these quantities as dynamically independent, we

must perform some manipulation to get decoupled evolution equations. We start by taking the

trace of (2.112) by contracting both sides with γ̃ij , and making use of γ̃ijAij = ψ−4γijAij = 0:

γ̃ijLmγ̃ij = −2αK − 12Lm (lnψ) . (2.113)
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We now use the well known formula

δ(ln detM) ≡ tr (M−1 · δM) (2.114)

where M is an invertible matrix, δ represents an arbitrary derivative operator, tr denotes the trace

operation and · is matrix multiplication, to rewrite the left hand side of (2.113) as

γ̃ijLmγ̃ij = Lm (ln det γ̃ij) = Lm (ln γ̃) , (2.115)

where γ̃ ≡ det(γ̃ij). Now, in the approach to the conformal decomposition of the Einstein equations

that we are following, a key demand is that the determinant of the conformal spatial metric be Lie

dragged from hypersurface to hypersurface along the vector field ta:

Ltγ̃ = 0 . (2.116)

Using (2.116) in (2.115) we have

γ̃ijLmγ̃ij = −Lβ (ln γ̃) . (2.117)

Moreover, again using (2.114) we can write

−Lβ (ln γ̃) = −γ̃ijLβ γ̃ij , (2.118)

so that (2.117) becomes

γ̃ijLmγ̃ij = −γ̃ijLβ γ̃ij = −2D̃iβ
i, (2.119)

where we have used the definition (2.37) in the last equality above. We can then use this last result

to eliminate the term γ̃ijLmγ̃ij that appears in Eq. (2.113). Performing the substitution and some

trivial manipulation and rearrangement, we have (recalling that ma = ta − βa)

Lm lnψ = (∂t − Lβ) lnψ =
1

6

(

D̃iβ
i − αK

)

. (2.120)

This then provides the desired (decoupled) evolution equation for the conformal factor, ψ.

Additionally, (2.120) can now be used in (2.112) to yield a set of evolution equations for the
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conformal metric components:

(∂t − Lβ) γ̃ij = −2αψ−4Aij −
2

3
αKγ̃ij − 4γ̃ijLm (lnψ)

= −2αψ−4Aij −
2

3
αKγ̃ij −

2

3
γ̃ij

(

D̃kβ
k − αK

)

= −2αÃij −
2

3
γ̃ijD̃kβ

k, (2.121)

where we have (suggestively) defined Ãij ≡ ψ−4Aij . Note that Ãij is traceless

γ̃ijÃij = ψ4γijψ−4Aij = 0 , (2.122)

and that the contravariant components, Ãij , are given by

Ãij ≡ γ̃ikγ̃jlÃklA
ij = ψ−4Aij , (2.123)

Thus, the conformal decomposition of the evolution equation for the spatial metric suggests that

we choose s = −4 for the conformal exponent in

Aij ≡ ψsÃij . (2.124)

It is worth emphasizing, however, that the choice s = −4 is not unique in terms of leading to

simplifications (or “naturalness”) in the conformal equations. Another common scaling that was

first adopted by Lichnerowicz [33] is s = −10. This choice also arises naturally from a decomposition

of one of the Einstein equations, but this time when the decomposition is applied to the momentum

constraint equations. Since we do not use this specific decomposition in the current work, the reader

who is interested in further details concerning it is directed to Gourgoulhon’s lectures [144].

We now turn to the task of deriving conformal evolution equations for Ãij and K. This will be

done in two stages. We will first use the 3 + 1 evolution equations for Kij , as given by (2.48), to

derive evolution equations for the trace-free components, Aij , and the trace, K. These equations

will be expressed in terms of physical (i.e. non conformally scaled) quantities, but will then be

used in the second stage to derive update equations for Ãij and K that are written in terms of the

conformally scaled variables.
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We thus start from (2.48), which we recall reads

LmKij = −DiDjα+ α

[

Rij +KKij − 2KikK
k
j + 8π

(

1

2
γij(S − ρ) − Sij

)]

. (2.125)

Now from definition (2.108) of the decomposition of Kij , we have Kij = Aij + 1
3Kγij , so

LmKij = LmAij +
1

3
γijLmK +

1

3
KLmγij = LmAij +

1

3
γijLmK − 2

3
αKKij, (2.126)

where we have used (2.111) in the last step. Furthermore, we have

LmK = Lm
(

γijKij

)

= γijLmKij +KijLmγij = γijLmKij + 2αKijK
ij , (2.127)

where we have used (2.47)

Lmγij ≡ L(t−β)γ
ij = 2αKkj . (2.128)

In addition, taking the trace of (2.125) we find

γijLmKij = −γijDiDjα+ α
[

R +K2 − 2KijK
ij + 4π (S − 3ρ)

]

. (2.129)

Substitution of this last result in (2.127) gives

LmK = −γijDiDjα+ α
[

R +K2 + 4π (S − 3ρ)
]

. (2.130)

Now the 3-Ricci scalar R is an extremely complicated function of γij and its first and second

derivatives. It is thus computationally advantageous to use the Hamiltonian constraint (2.49) in

the form

R = −K2 +KijK
ij + 16πρ (2.131)

to eliminate R from (2.130). The yields the evolution equation for K in its final form:

LmK ≡ (∂t − Lβ)K = −γijDiDjα+ α
[

KijK
ij + 4π (S + ρ)

]

. (2.132)

We now continue by deriving the evolution equation for the the trace free components, Aij , of
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the physical extrinsic curvature tensor. We first solve (2.126) for LmAij :

LmAij = LmKij −
1

3
γijLmK +

2

3
αKKij . (2.133)

Using (2.125) and (2.132) to replace the terms LmKij and LmK, respectively, we find

LmAij = −DiDjα + α

[

Rij +
5

3
KKij − 2KikK

k
j − 8π

(

Sij −
1

3
γijS

)]

+
1

3
γij

[

γlkDlDkα− α
(

R +K2
)]

. (2.134)

Using the decompositions

Kij = Aij +
1

3
Kγij , (2.135)

Ki
j = Aij +

1

3
Kδij , (2.136)

in the above, we find, after some manipulation

LmAij = −DiDjα + α

[

Rij +
1

3
KAij − 2AikA

k
j − 8π

(

Sij −
1

3
γijS

)]

+
1

3
γij

(

γlkDlDkα− αR
)

. (2.137)

This is the final form of the evolution equation for Aij , which together with the evolution equa-

tion (2.132) provides an equivalent system to the original 3 + 1 equation (2.125) for Kij .

We now proceed to the second stage of the current calculation which involves reexpressing (2.137)

and (2.132) in terms of the conformally rescaled variables. We begin by considering the left hand

side of (2.137), which can be rewritten as

LmAij = Lm
(

ψ4Ãij

)

= ψ4LmÃij + 4ψ3LmψÃij . (2.138)

Using (2.120) to eliminate the Lmψ term in this last expression we have

LmAij = ψ4

[

LmÃij +
2

3
Ãij

(

D̃lβ
l − αK

)

]

. (2.139)

Replacing the left hand side of (2.137) with the right hand side of the above equation, and solving
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for LmÃij , we find

LmÃij = ψ−4

{

−DiDjα+ α

[

Rij +
1

3
KAij − 2AikA

k
j − 8π

(

Sij −
1

3
γijS

)]

+
1

3
γij

(

γlkDlDkα− αR
)

}

− 2

3
Ãij

(

D̃lβ
l − αK

)

. (2.140)

Proceeding, we must also rewrite the terms involving the physical covariant derivatives of the

lapse function, α, using the derivative operator, D̃i, which is compatible with the conformal metric

γ̃ij . Specifically, we have

DiDjα = D̃i (Djα) − Ckij (Dkα)

= D̃iD̃jα− CkijD̃kα

= D̃iD̃jα− 2D̃kα
[

D̃i (lnψ) δkj + D̃j (lnψ) δki − γ̃ij γ̃
klD̃l (lnψ)

]

= D̃iD̃jα− 2D̃i (lnψ) D̃jα− 2D̃j (lnψ) D̃iα+ 2γ̃ij γ̃
klD̃l (lnψ) D̃kα , (2.141)

where the definitions (2.103) and (2.100) were used in the first and third lines, respectively. We

also need the trace of this equation, which is given by

γijDiDjα = ψ−4γ̃ijDiDjα = ψ−4
[

γ̃ijD̃iD̃jα+ 2γ̃ijD̃i (lnψ) D̃jα
]

. (2.142)

We have now expressed all of the terms that appear in the evolution equation (2.140) for Ãij

in terms of conformally scaled quantities. Assembling results, we find after a considerable amount

of algebraic simplification that

(∂t − Lβ) Ãij = ψ−4

{

−D̃iD̃jα+ 4D̃(i (lnψ) D̃j)α+
1

3
γ̃ij γ̃

kl
(

D̃kD̃lα− 4D̃k (lnψ) D̃lα
)

+ α

[

R̃ij −
1

3
γ̃ijR̃ − 2D̃iD̃j (lnψ) + 4D̃i (lnψ) D̃j (lnψ)

+
2

3
γ̃ij γ̃

kl
(

D̃kD̃l (lnψ) − 2D̃k (lnψ) D̃l (lnψ)
)

]}

+ α

[

KÃij − 2γ̃klÃikÃlj − 8π

(

ψ−4Sij −
1

3
γ̃ijS

)]

− 2

3
ÃijD̃lβ

l . (2.143)

Here we have used equations (2.106), (2.107), (2.141) and (2.142) as well as Aij = ψ4Ãij .
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We can now also write down the evolution equation for K in terms of the conformally scaled

variables. To do so we first note that from the decompositions (2.108) and 2.109), and using the

fact that Aij is traceless, we have

KijK
ij =

(

Aij +
1

3
Kγij

) (

Aij +
1

3
Kγij

)

= ÃijÃ
ij +

1

3
K2, (2.144)

Using this last result as well as (2.142) in (2.132), we find

(∂t − Lβ)K = −ψ−4γ̃kl
[

D̃kD̃lα+ 2D̃k (lnψ) D̃lα
]

+ α

[

ÃklÃ
kl +

1

3
K2 + 4π (S + ρ)

]

. (2.145)

Eqs. (2.143) and (2.145) are our desired evolution equations for the extrinsic curvature quantities

within the conformal framework.

Having dealt with the evolution equations for the spatial metric and extrinsic curvature, we are

left with the conformal treatment of the constraint equations.

First, using (2.107) and (2.144) in the Hamiltonian constraint (2.49), we readily find

γ̃klD̃kD̃lψ − 1

8
ψR̃ +

(

1

8
ÃklÃ

kl − 1

12
K2 + 2πρ

)

ψ5 = 0 . (2.146)

Second, in order to rewrite the momentum constraint, we first calculate

DjK
ij = DjA

ij +
1

3
γijDjK

= D̃jA
ij + CijkA

jk + CjjkA
ik +

1

3
ψ−4γ̃ijD̃jK

= D̃jA
ij + 4D̃j (lnψ)Aij + 6D̃j (lnψ)Aij +

1

3
ψ−4D̃iK

= D̃jA
ij + ψ−10D̃j

(

ψ10Aij
)

+
1

3
ψ−4D̃iK . (2.147)

In the above derivation we have used the following: (2.108) in writing down the first line; (2.103),

as well as the fact that the actions of Di and D̃i on scalar functions such as K are identical,

in going from the first to the second line; expression (2.100) for the connection, and the fact

that Aij is traceless in going from the second to the third line. Using (2.147) in the momentum

constraint (2.50) then yields

D̃jA
ij + ψ−10D̃j

(

ψ10Aij
)

− 2

3
ψ−4D̃iK = 8πJ i, (2.148)
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and using Aij = ψ−4Ãij we have

D̃jÃ
ij + 6D̃j (lnψ) Ãij − 2

3
D̃iK = 8πψ4J i. (2.149)

We have now completed the task of conformally decomposing the Einstein field equations within

the 3 + 1 formalism, and it is thus appropriate to collect the results.

We have the following set of evolution equations for the conformal factor, ψ, the conformal

metric γij , the trace of the extrinsic curvature, K, and the conformally scaled, trace-free part of

the extrinsic curvature, Ãij :

(∂t − Lβ)ψ =
1

6
ψ

(

D̃iβ
i − αK

)

, (2.150)

(∂t − Lβ) γ̃ij = −2αÃij −
2

3
γ̃ijD̃kβ

k, (2.151)

(∂t − Lβ)K = −ψ−4γ̃kl
[

D̃kD̃lα+ 2D̃k (lnψ) D̃lα
]

+ α

[

ÃklÃ
kl +

1

3
K2 + 4π (S + ρ)

]

, (2.152)

(∂t − Lβ) Ãij = ψ−4

{

−D̃iD̃jα+ 4D̃(i (lnψ) D̃j)α+
1

3
γ̃ij γ̃

kl
(

D̃kD̃lα− 4D̃k (lnψ) D̃lα
)

+ α

[

R̃ij −
1

3
γ̃ijR̃ − 2D̃iD̃j (lnψ) + 4D̃i (lnψ) D̃j (lnψ)

+
2

3
γ̃ij γ̃

kl
(

D̃kD̃l (lnψ) − 2D̃k (lnψ) D̃l (lnψ)
)

]}

+ α

[

KÃij − 2γ̃klÃikÃlj − 8π

(

ψ−4Sij −
1

3
γ̃ijS

)]

− 2

3
ÃijD̃lβ

l. (2.153)

We also have the Hamiltonian and momentum constraints:

γ̃klD̃kD̃lψ − 1

8
ψR̃ +

(

1

8
ÃklÃ

kl − 1

12
K2 + 2πρ

)

ψ5 = 0, (2.154)

D̃jÃ
ij + 6D̃j (lnψ) Ãij − 2

3
D̃iK = 8πψ4J i. (2.155)

The above system of 3 + 1 conformal Einstein equations is to be solved for the conformal

unknowns ψ, γ̃ij , K and Ãij . Once the conformal variables have been computed, the physi-

cal quantities—namely the spatial metric γij and the extrinsic curvature Kij—can be recovered
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from (2.93), (2.108) and Aij = ψ4Ãij :

γij = ψ4γ̃ij , (2.156)

Kij = ψ4

(

Ãij +
1

3
Kγ̃ij

)

. (2.157)

2.4.3 The CFA Equations

We are now in a position to derive the equations that define the approximation of general relativity

that we adopt in this thesis. As discussed previously (Sec. 2.4.2), a key element of the approximation

is the demand that the 3-metric, γij , be conformally flat, so that γ̃ij is the constant, flat 3-metric,

which we denote γ̂ij . This motivates the nomenclature “Conformally Flat Approximation” (CFA)

that we have adopted. However, we emphasize that we combine the demand of conformal flatness

with the particular time coordinatization given by the maximal slicing condition, which requires

that K = 0 on each hypersurface. Together, conformal flatness and maximal slicing result in a

significant simplification of the system of conformal Einstein equations that was displayed at the

end of the previous section.

First, denoting by D̂i the covariant derivative compatible with the flat 3-metric γ̂ij , and using

K = 0, the evolution equation (2.150) for the conformal factor ψ reduces to

(∂t − Lβ)ψ =
1

6
ψD̂iβ

i . (2.158)

Next, the evolution equation (2.151) for γ̂ij , becomes

(∂t − Lβ) γ̂ij = −2αÃij −
2

3
γ̂ijD̂kβ

k . (2.159)

Continuing, since K must identically vanish on all slices, we have (∂t − Lβ)K = 0. Thus

equation (2.152) becomes

0 = −ψ−4γ̂kl
[

D̂kD̂lα+ 2D̂k (lnψ) D̂lα
]

+ α
[

ÃklÃ
kl + 4π (S + ρ)

]

, (2.160)

which is now interpreted as an elliptic equation that the lapse function, α, must satisfy on each

slice in order that the hypersurfaces remain maximal.

Proceeding to equation (2.153), we note that since the conformal metric is flat, the associated
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Ricci tensor, R̃ij = R̂ij and Ricci scalar, R̃ = R̂, both vanish. Using this fact, along with K = 0,

the evolution equation for Ãij becomes

(∂t − Lβ) Ãij = ψ−4

{

−D̂iD̂jα+ 4D̂(i (lnψ) D̂j)α+
1

3
γ̂ij γ̂

kl
(

D̂kD̂lα− 4D̂k (lnψ) D̂lα
)

+ α
[

−2D̂iD̂j (lnψ) + 4D̂i (lnψ) D̂j (lnψ)

+
2

3
γ̂ij γ̂

kl
(

D̂kD̂l (lnψ) − 2D̂k (lnψ) D̂l (lnψ)
)

]}

+ α

[

−2γ̂klÃikÃlj − 8π

(

ψ−4Sij −
1

3
γ̂ijS

)]

− 2

3
ÃijD̂lβ

l . (2.161)

Turning to the Hamiltonian constraint (2.154), and again using R̃ = 0 and K = 0, we find

γ̂klD̂kD̂lψ +

(

1

8
ÃklÃ

kl + 2πρ

)

ψ5 = 0, . (2.162)

Finally the momentum constraint (2.155) becomes

D̂jÃ
ij + 6D̂j (lnψ) Ãij = 8πψ4J i , (2.163)

where once again K = 0 has been used.

Eq. (2.159) merits further attention. Since the conformal 3-metric is constant from slice to slice

we have ∂tγ̂ij = 0. Additionally, Eq. (2.37) tells us that we can write

Lβ γ̂ij = D̂kγ̂ij + γ̂kjD̂iβ
k + γ̂ikD̂jβ

k = γ̂kjD̂iβ
k + γ̂ikD̂jβ

k , (2.164)

where we have used D̂kγ̂ij = 0 in the last step. Using this last equation along with ∂tγ̂ij = 0

in (2.159) we find

Ãij =
1

2α

(

γ̂kjD̂iβ
k + γ̂ikD̂jβ

k − 2

3
γ̂ijD̂kβ

k

)

. (2.165)

We can also raise both indices of (2.165)—using the inverse flat metric, γ̂ij—to get

Ãij =
1

2α

(

γ̂ikD̂kβ
j + γ̂jkD̂kβ

i − 2

3
γ̂ijD̂kβ

k

)

. (2.166)

We thus observe that having made the requirement of conformal flatness, we can view the compo-

nents of Ãij as being derived from the shift vector components, βk. Now our general inventory of
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geometric variables within the context of the conformal 3 + 1 approach included the 4 kinematical

quantities α and βk, and the 12 dynamical fields ψ, γ̃ij , K and Ãij . We now see that of these,

once conformal flatness has been imposed and we have chosen K = 0, only α, βk and ψ remain as

independent variables. We have already noted that (2.160) provides an elliptic equation that fixes

α on each slice, and we will display the final form of that equation momentarily. We now proceed

to show that the constraints provide similar equations for ψ and βk.

To do so, we first consider the divergence of Ãij . Using (2.166) we calculate

D̂jÃ
ij =

1

2α
D̂j

(

γ̂ikD̂kβ
j + γ̂jkD̂kβ

i − 2

3
γ̂ijD̂kβ

k

)

− 1

α
D̂jαÃ

ij

=
1

2α

(

γ̂jkD̂kD̂jβ
i +

1

3
γ̂ikD̂kD̂jβ

j − 2ÃijD̂jα

)

. (2.167)

Using (2.167) and (2.166) in the momentum constraint (2.163) and rearranging, we find

γ̂jkD̂kD̂jβ
i = −1

3
γ̂ikD̂kD̂jβ

j + 2Ãij
[

D̂jα− 6αD̂j (lnψ)
]

+ 16παψ4J i

= −1

3
γ̂ikD̂kD̂jβ

j +

[

γ̂ikD̂kβ
j + γ̂jkD̂kβ

i − 2

3
γ̂ijD̂kβ

k

]

D̂j

[

ln

(

α

ψ6

)]

+ 16παψ4J i , (2.168)

which are 3 elliptic equations for the 3 shift vector components, βk. Next, we use (2.165) and

(2.166) to rewrite the product ÃijÃ
ij in terms of covariant derivatives of the shift vector:

ÃijÃ
ij =

1

2α

(

γ̂kj γ̂
ilD̂iβ

kD̂lβ
j + D̂kβ

iD̂iβ
k − 2

3
D̂iβ

iD̂jβ
j

)

.

Substituting the right hand side of this equation into the Hamiltonian constraint (2.162) and

rearranging, we have

γ̂klD̂kD̂lψ = −
[

1

16α

(

γ̂kj γ̂
ilD̂iβ

kD̂lβ
j + D̂kβ

iD̂iβ
k − 2

3
D̂iβ

iD̂jβ
j

)

− 2πρ

]

ψ5. (2.169)

which is an elliptic equation for the conformal factor, ψ.
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Finally, (2.160), which we recall arises from the demand that K ≡ 0 can be written as

γ̂klD̂kD̂lα = −2γ̂klD̂k (lnψ) D̂lα+ ψ4α
[

ÃklÃ
kl + 4π (S + ρ)

]

= −2γ̂klD̂k (lnψ) D̂lα+
1

2
ψ4

[

γ̂kj γ̂
ilD̂iβ

kD̂lβ
j + D̂kβ

iD̂iβ
k − 2

3
D̂iβ

iD̂jβ
j

]

+ 4πψ4α (S + ρ) , (2.170)

and is, as stated previously, an elliptic equation for the lapse function, α.

We emphasize that a sequence of solutions of equations (2.168)–(2.170)—computed on each

hypersurface of the spacetime—completely determines the 4-dimensional metric, gµν . Specifically,

we have

ds2 = gµνdx
µdxν

= −α2dt2 + γij
(

dxi + βidt
) (

dxj + βjdt
)

= −α2dt2 + ψ4γ̂ij
(

dxi + βidt
) (

dxj + βjdt
)

. (2.171)

Table 2.1 summarizes the steps taken in this chapter to produce the CFA equations of motion. It

includes enumerations of the full Einstein-Klein-Gordon equations within both the standard and

conformal 3 + 1 approaches, as well as the subset of the conformal equations that were used to

derive the CFA system.

In concluding this section, we note that the system (2.168)–(2.170) is still written in a generally

3-covariant form—that is, the equations are valid for any set of spatial coordinates that we might

choose to adopt in conjunction with a flat 3-metric. In order to recast the system as a specific set

of PDEs that can be solved numerically, we must first fix the spatial coordinates, and this is the

topic of the next section.
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EKG eqns. in 3 + 1 form. Conformally decomposed EKG eqns. CFA equations of motion.

R +K
2 −KijK

ij = 16πρ (2.49)

DjK
ij −D

i
K = 8πJ i (2.50)

γ̃
kl
D̃kD̃lψ − 1

8
ψR̃ +

„

1

8
ÃklÃ

kl − 1

12
K

2

«

ψ
5 = − 2πρψ5 (2.154)

D̃jÃ
ij + 6D̃j (lnψ) Ãij − 2

3
D̃

i
K = 8πψ4

J
i (2.155)

γ̂
kl
D̂kD̂lψ = −

„

1

8
ÃklÃ

kl + 2πρ

«

ψ
5 (2.162)

γ̂
jk
D̂kD̂jβ

i = − 1

3
γ̂

ik
D̂kD̂jβ

j + 2Ãij
h

D̂jα

− 6αD̂j (lnψ)
i

+ 16παψ4
J

i (2.168)

L(t−β)γij = − 2αγikK
k

j (2.44)

L(t−β)K
i
j = −D

i
Djα

+ α
h

Ri
j +KK

i
j

+ 8π

„

1

2
δ

i
j(S − ρ)

− S
i
j

”i

(2.45)

(∂t − Lβ)ψ =
1

6
ψ

“

D̃iβ
i − αK

”

(2.150)

(∂t − Lβ) γ̃ij = − 2αÃij −
2

3
γ̃ijD̃kβ

k (2.151)

(∂t − Lβ)K = − ψ
−4
γ̃

kl
h

D̃kD̃lα+ 2D̃k (lnψ) D̃lα
i

+ α

»

ÃklÃ
kl +

1

3
K

2 + 4π (S + ρ)

–

(2.152)

(∂t − Lβ) Ãij = ψ
−4

n

−D̃iD̃jα+ 4D̃(i (lnψ) D̃j)α

+
1

3
γ̃ij γ̃

kl
“

D̃kD̃lα− 4D̃k (lnψ) D̃lα
”

+α

»

R̃ij −
1

3
γ̃ijR̃ − 2D̃iD̃j (lnψ)

+ 4D̃i (lnψ) D̃j (lnψ)

+
2

3
γ̃ij γ̃

kl
“

D̃kD̃l (lnψ) − 2D̃k (lnψ) D̃l (lnψ)
”

–ff

+α

»

KÃij − 2γ̃kl
ÃikÃlj − 8π

„

ψ
−4
Sij −

1

3
γ̃ijS

«–

− 2

3
ÃijD̃lβ

l (2.153)

L(t−β)ψ =
1

6
ψD̂iβ

i (2.158)

Ãij =
1

2α

“

γ̂kjD̂iβ
k + γ̂ikD̂jβ

k

− 2

3
γ̂ijD̂kβ

k

«

(2.165)

γ̂
kl
D̂kD̂lα = − 2γ̂kl

D̂k (lnψ) D̂lα

+ ψ
4
α

h

ÃklÃ
kl + 4π (S + ρ)

i

(2.170)

L(t−β)Ãij = ψ
−4

n

−D̂iD̂jα+ 4D̂(i (lnψ) D̂j)α

+
1

3
γ̂ij γ̂

kl
“

D̂kD̂lα− 4D̂k (lnψ) D̂lα
”

+ α
h

−2D̂iD̂j (lnψ) + 4D̂i (lnψ) D̂j (lnψ)

+
2

3
γ̂ij γ̂

kl
“

D̂kD̂l (lnψ) − 2D̂k (lnψ) D̂l (lnψ)
”

–ff

+ α

»

−2γ̂kl
ÃikÃlj − 8π

„

ψ
−4
Sij −

1

3
γ̂ijS

«–

− 2

3
ÃijD̂lβ

l (2.161)

∂tφA =
α√
γ

ΠA + β
i
∂iφA (2.67)

∂tΠA = ∂i(β
iΠA)

+ ∂i(α
√
γγ

ij
∂jφA)

− α
√
γ
dU(φ2

0)

dφ2
0

φA (2.68)

∂tφA =
α

ψ6
√
γ̃

ΠA + β
i
∂iφA

∂tΠA = ∂i(β
iΠA)

+ ∂i(αψ
2
p

γ̃γ̃
ij
∂jφA) − αψ

6
p

γ̃
dU(φ2

0)

dφ2
0

φA

∂tφA =
α

ψ6
√
γ̂

ΠA + β
i
∂iφA

∂tΠA = ∂i(β
iΠA)

+ ∂i(αψ
2
p

γ̂γ̂
ij
∂jφA) − αψ

6
p

γ̂
dU(φ2

0)

dφ2
0

φA

Table 2.1: Equations of motion. This table summarizes the steps taken in the derivation of the CFA equations of motion. The fully general
relativistic 3 + 1 Einstein-Klein-Gordon (EKG) equations, and their conformal decompositions, are given in the first two columns. The first
row lists the constraint equations, while the evolution equations for the geometric and matter variables are are listed in the second and third
rows, respectively. The maximal slicing condition and assumption of conformal flatness yield the CFA equations; these are given in the third
column. Note that within the CFA the components of the traceless conformal extrinsic curvature components, Ãij , are defined in terms of the

lapse function and shift vector, and that the evolution equations for the conformal factor, ψ, and the Ãij , shown in red, are not used.
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2.4.4 Specialization to Cartesian Coordinates

The choice of spatial coordinates is frequently a crucial issue in numerical relativity calculations.

In cases where the spacetime is constrained to have an exact symmetry, or where the physical

scenario has an approximate symmetry, coordinates adapted to the symmetry are often used.

Adopting such coordinates—which will generally be curvilinear—can be advantageous not only for

the significant simplification in the equations of motion that may result, but also for providing

a “natural” representation of the solution, which in turn can minimize computational cost. For

example, consider the problem of simulating a single star in 3 spatial dimensions plus time, but

where the star remains approximately spherically symmetric. Then, irrespective of the method we

choose to discretize the continuum equations (i.e. finite difference, finite element, spectral etc.), we

can expect that for specified accuracy it will cheaper to compute a solution using spherical polar

coordinates than Cartesian coordinates.

However, especially when dealing with tensor equations, the use of curvilinear coordinates

for numerical calculations can also be problematic. Such coordinate systems generically have

coordinate singularities, such as r = 0 and the “z–axis” in the spherical polar case, where special

attention and care is needed when designing and implementing the numerical approach to ensure

that the computed solution remains smooth. In any case, the ultimate goal of the work described

here is to simulate boson star binaries, where the expected solutions will not have any specific simple

symmetry that would motivate us to adopt some special curvilinear coordinate system. We instead

use a Cartesian coordinate system, (x, y, z), which has the advantages of 1) covering the spatial

hypersurfaces in a smooth fashion (i.e. without any coordinate singularities or other pathologies)

provided that there are no physical singularities on the slices, and 2) inducing particularly simple

forms for the differential operators appearing in the governing PDEs.

In addition to having Cartesian “topology”, and in contrast to some previous related work (most

notably that of Wilson, Mathews, Marronetti [16, 17, 18, 19, 20, 21, 23, 25, 26]) we require that

our coordinate system be “asymptotically inertial”, i.e. we demand that at large distances from

the matter sources the metric components approach those of flat spacetime in an inertial frame,

gµν → ηµν = diag(−1, 1, 1, 1). In the work of Wilson and collaborators the coordinate system was

typically chosen to be in corotation with the binary system being studied. Finally, we emphasize

that the topology of the hypersurfaces is taken to be R
3, so that the slices are infinite in extent

in all three directions. Naturally, this has significant implications for the numerical treatment of
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boundary conditions in our model as will be discussed in following sections.

Thus, from this point on, the set of field variables defining our model system, namely α, ψ, βi,

i = 1, 2, 3, and φA, ΠA, A = 1, 2, are all to be understood to be functions of (t, x, y, z).

With the choice of Cartesian spatial coordinates, the conformally flat 3-dimensional line element

is simply

(3)ds2 = ψ4(dx2 + dy2 + dz2). (2.172)

We can now display the equations of motion for our model in essentially the form used for our

numerical computations. We start with the evolution equations for the complex scalar field, (2.67)

and (2.68), which become

∂tφA =
α

ψ6
ΠA + βi∂iφA, (2.173)

∂tΠA = ∂x
(

βxΠA + αψ2∂xφA
)

+ ∂y
(

βyΠA + αψ2∂yφA
)

+ ∂z
(

βzΠA + αψ2∂zφA
)

− αψ6 dU(φ2
0)

dφ2
0

φA. (2.174)

Continuing, the energy-momentum quantities defined by (2.71)-(2.76) are

ρ =
1

2

2
∑

A=1

[

Π2
A

ψ12
+

1

ψ4

[

(∂xφA)
2

+ (∂yφA)
2

+ (∂zφA)
2
]

]

+
1

2
U(φ2

0), (2.175)

Ji =
2

∑

A=1

[

ΠA

ψ6
∂iφA

]

, (2.176)

J i =

2
∑

A=1

[

−ΠA

ψ10
∂iφA

]

, (2.177)

Sij =
1

2

2
∑

A=1

{

2∂iφA∂jφA + ψ4δij

[

Π2
A

ψ12

− 1

ψ4

[

(∂xφA)
2

+ (∂yφA)
2

+ (∂zφA)
2
]

]}

− 1

2
ψ4δijU(φ2

0), (2.178)

Sii =
1

2

2
∑

A=1

[

3
Π2
A

ψ12
− 1

ψ4

[

(∂xφA)
2

+ (∂yφA)
2
+ (∂zφA)

2
]

]

− 3

2
U(φ2

0), (2.179)

ρ+ S =

2
∑

A=1

[

2
Π2
A

ψ12

]

− U(φ2
0). (2.180)

Next, we have the equations that constrain the geometric variables. The maximal slicing con-
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dition (2.170) for the lapse function becomes

∂2α

∂x2
+
∂2α

∂y2
+
∂2α

∂z2
= − 2

ψ

[

∂ψ

∂x

∂α

∂x
+
∂ψ

∂y

∂α

∂y
+
∂ψ

∂z

∂α

∂z

]

+ αψ4
(

ÃijÃ
ij + 4π (ρ+ S)

)

, (2.181)

while the Hamiltonian constraint (2.169) for ψ is

∂2ψ

∂x2
+
∂2ψ

∂y2
+
∂2ψ

∂z2
= −ψ

5

8

(

ÃijÃ
ij + 16πρ

)

. (2.182)

For both (2.181) and (2.182) the term ÃijÃ
ij is given by

ÃijÃ
ij =

1

2α2

[ (

∂βx

∂x

)2

+

(

∂βx

∂y

)2

+

(

∂βx

∂z

)2

+

(

∂βy

∂x

)2

+

(

∂βy

∂y

)2

+

(

∂βy

∂z

)2

+

(

∂βz

∂x

)2

+

(

∂βz

∂y

)2

+

(

∂βz

∂z

)2

+

(

∂βx

∂x

∂βx

∂x
+
∂βy

∂x

∂βx

∂y
+
∂βz

∂x

∂βx

∂z

)

+

(

∂βx

∂y

∂βy

∂x
+
∂βy

∂y

∂βy

∂y
+
∂βz

∂y

∂βy

∂z

)

+

(

∂βx

∂z

∂βz

∂x
+
∂βy

∂z

∂βz

∂y
+
∂βz

∂z

∂βz

∂z

)

− 2

3

(

∂βx

∂x
+
∂βy

∂y
+
∂βz

∂z

)2 ]

.

Finally, from the momentum constraints (2.168), we have the 3 equations that fix the components

of the shift vector:

∂2βx

∂x2
+
∂2βx

∂y2
+
∂2βx

∂z2
= −1

3

∂

∂x

(

∂βx

∂x
+
∂βy

∂y
+
∂βz

∂z

)

+ αψ4 16πJx (2.183)

− ∂

∂x

[

ln

(

ψ6

α

)] [

4

3

∂βx

∂x
− 2

3

(

∂βy

∂y
+
∂βz

∂z

)]

− ∂

∂y

[

ln

(

ψ6

α

)] [

∂βx

∂y
+
∂βy

∂x

]

− ∂

∂z

[

ln

(

ψ6

α

)] [

∂βx

∂z
+
∂βz

∂x

]

,

∂2βy

∂x2
+
∂2βy

∂y2
+
∂2βy

∂z2
= −1

3

∂

∂y

(

∂βx

∂x
+
∂βy

∂y
+
∂βz

∂z

)

+ αψ4 16πJy (2.184)

− ∂

∂y

[

ln

(

ψ6

α

)][

4

3

∂βy

∂y
− 2

3

(

∂βx

∂x
+
∂βz

∂z

)]

− ∂

∂x

[

ln

(

ψ6

α

)] [

∂βx

∂y
+
∂βy

∂x

]

− ∂

∂z

[

ln

(

ψ6

α

)] [

∂βy

∂z
+
∂βz

∂y

]

,
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∂2βz

∂x2
+
∂2βz

∂y2
+
∂2βz

∂z2
= −1

3

∂

∂z

(

∂βx

∂x
+
∂βy

∂y
+
∂βz

∂z

)

+ αψ4 16πJz (2.185)

− ∂

∂z

[

ln

(

ψ6

α

)][

4

3

∂βz

∂z
− 2

3

(

∂βx

∂x
+
∂βy

∂y

)]

− ∂

∂y

[

ln

(

ψ6

α

)] [

∂βz

∂y
+
∂βy

∂z

]

− ∂

∂x

[

ln

(

ψ6

α

)][

∂βx

∂z
+
∂βz

∂x

]

.

The 4 hyperbolic scalar field evolution equations, (2.173) and (2.174), along with the 5 elliptic

equations, (2.181)-(2.185), constitute the basic set of equations for our model. This set of PDEs

must of course be supplemented by boundary and initial conditions in order to complete the

mathematical prescription of the model, and these will be discussed in the sections that follow.

Before moving on to that discussion though, it is worth mentioning that the derivation of

equations of motion such as the above set is a non-trivial and error prone process. It is therefore

very useful to use symbolic manipulation software to check calculations, and we have done so.

Specifically, after having been derived by hand, the equations presented in this thesis were checked

using Maple [145], including a tensor manipulation package due to Choptuik [146].

2.4.5 Boundary Conditions

In this section we discuss issues related to the boundary conditions that are to be applied in

conjunction with the equations of motion summarized above. Mathematically, our model is to be

solved as a Cauchy problem where the t = const. surfaces extend to spatial infinity. 15 We will

restrict attention to cases where the matter source (the complex scalar field) has compact support

on the initial time-slice: the hyperbolicity of the scalar wave equation then guarantees that the

matter can never reach spatial infinity, which, of course, is appropriate from a physical point of view.

This restriction, combined with the demands that 1) the spacetimes we construct be asymptotically

flat, 2) that our (x, y, z) coordinate system be “asymptotically inertial”, and 3) that coordinate

15We note that our use of the term “boundary conditions” here is thus a slight abuse of nomenclature in the sense
that the t = const surfaces are edgeless, and thus have no boundaries.
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time is identical to proper time at infinity, provides the following set of boundary conditions:

lim
r→∞

φA(t, x, y, z) = 0 , (2.186)

lim
r→∞

ΠA(t, x, y, z) = 0 , (2.187)

lim
r→∞

ψ(t, x, y, z) = 1 , (2.188)

lim
r→∞

α(t, x, y, z) = 1 , (2.189)

lim
r→∞

βk(t, x, y, z) = 0 . (2.190)

Here and below r is defined by r ≡
√

x2 + y2 + z2.

The computational problems that arise from the fact that our boundary conditions are naturally

specified at infinity are familiar ones, not only in numerical relativity, but in many other areas

of numerical analysis and computational science that involve the solution of hyperbolic PDEs on

unbounded domains. A key, if rather obvious observation, is that while the spatial domain is infinite,

any specific numerical computation based on a discretization technique (such as finite differencing,

as used in this thesis) must be restricted to a finite number of discrete unknowns. Given this, there

are essentially two basic strategies for dealing with the infinite solution domain. The first involves

artificially introducing boundaries at x = xmin, x = xmax, etc. and then imposing approximate

boundary conditions on the solution unknowns. The second involves “compactification” of the

infinite domain, using a coordinate transformation which maps infinity to a finite value of the

transformed coordinate. The exact boundary conditions can then be applied on the boundaries

of the compactified domain. In the current work, we have experimented with two variations of

the first approach, and one of the second. We proceed to discuss each of the approaches that we

studied, and in the the original order that they were investigated. We highlight specific challenges

that we encountered, and indicate possible future directions for improvement. We also note that

parts of the discussion rely on computational concepts and techniques that are discussed in detail

in Chap. 4. The reader may thus wish to postpone a detailed study of this part of the thesis until

that chapter has been perused.
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Spatial Compactification

Spatial compactification was the first strategy we considered for a computational treatment of the

conditions (2.186)–(2.190). As already mentioned, the basic idea in this case is quite simple: a

smooth coordinate transformation is applied to map each infinite coordinate range to a finite in-

terval, which, without loss of generality we can take to be [−1, 1]. Since elements of the Jacobian

matrix of the coordinate transformation will appear in the PDEs when written in the new coordi-

nates, it is reasonable to require that the transformation be given in some simple closed form. With

this in mind we chose the hyperbolic tangent function to define compactified coordinates (ξ, η, ζ)

by

ξ(x) = tanhx, η(y) = tanh y, ζ(z) = tanh z. (2.191)

Clearly, this transformation maps −∞ < x, y, z <∞ to −1 ≤ ξ, η, ζ ≤ 1, as desired, and the exact

(Dirichlet) boundary conditions can then be set at ξ, η, ζ = ±1.

Transforming the PDEs that govern our model requires nothing more than the chain rule for

differentiation. For our specific choice of compactification we have

∂

∂x
=
dξ

dx

d

dξ
= (1 − tanh2 x)

d

dξ
= (1 − ξ2)

d

dξ
, (2.192)

and

d2

dx2
= (1 − ξ2)

d

dξ

[

(1 − ξ2)
d

dξ

]

= (1 − ξ2)2
d2

dξ2
− 2ξ(1 − ξ2)

d

dξ
, (2.193)

as well as analogous formulae for the y and z derivatives. Using these formulae, we derive the

transformed equations of motion simply by rewriting all of the derivatives appearing in (2.173)–

(2.174) and (2.181)–(2.185), in terms of derivatives taken with respect to the compactified variables.

We note at this point that spatial compactification of the sort we have just described generically

leads to well-known computational problems for hyperbolic systems. In particular, for the case of

finite differencing, and assuming that the discretization is uniform in the compactified coordinates

(i.e. so that the spacing between grid points in each of the coordinate directions is constant),

the physical separation between grid points becomes increasingly large as the boundaries of the

compactified domain are approached. This means that waves propagating outwards invariably

become very poorly resolved. In turn, this can lead to various difficulties including numerical

instabilities and spurious reflections of waves back into the interior of the domain.
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Nonetheless, spatial compactification of this type has proven successful in some previous time

dependent calculations in numerical relativity. This includes a study of the Gregory-Laflamme

instability of black strings [147], as well as Pretorius’ ground-breaking work on binary black hole

inspiral and merger [43, 148]. In both of these instances, computational difficulties of the sort

mentioned above were kept under control through the addition of numerical dissipation.

Given the previous discussion, as well as the fact that compactification is routinely used with

great success in the numerical analysis of elliptic PDEs, it is somewhat ironic that it was problems

associated with the solution of the elliptic equations of our model that ultimately forced us to

abandon compactification. Noting that the specific difficulties we encountered are well documented

in the numerical analysis literature, we nonetheless feel it important to discuss them here in some

detail. We are especially motivated by the fact that there appear to be very few instances where

elliptic systems have been solved in numerical relativity using compactification in conjunction with

finite difference techniques.

In order to understand the nature and source of the problem we ran into, it suffices to consider

a model elliptic PDE, namely the Poisson equation:

∇2u(x, y, z) = ρ(x, y, z) ⇐⇒ ∂2u

∂x2
+
∂2u

∂y2
+
∂2u

∂z2
= ρ . (2.194)

Here u is the unknown function while ρ is a specified source function, which we will require to have

compact support. In analogy with the elliptic equations of our model system we will consider the

solution of (2.194) on R
3 and require that

lim
r→∞

u(x, y, z) = 0 , (2.195)

where, again, r ≡
√

x2 + y2 + z2. We now transform (2.194) to the compactified coordinate system

defined by (2.191) using (2.193) and the corresponding formulae for the second y and z derivatives.

We get

(1 − ξ2)2
∂2ū

∂ξ2
+ (1 − η2)2

∂2ū

∂η2
+ (1 − ζ2)2

∂2ū

∂ζ2
−

2ξ(1 − ξ2)
∂ū

∂ξ
− 2η(1 − η2)

∂ū

∂η
− 2ζ(1 − ζ2)

∂ū

∂ζ
= ρ(ξ, η, ζ), (2.196)
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where ū = ū(ξ, η, ζ) = u(x, y, z). The boundary conditions (2.195) now become

ū(1, η, ζ) = ū(−1, η, ζ) = ū(ξ, 1, ζ) = ū(ξ,−1, ζ) = ū(ξ, η, 1) = ū(ξ, η,−1) = 0 (2.197)

that is, they are simply Dirichlet conditions imposed on the boundaries of the domain −1 ≤

ξ, η, ζ ≤ 1, precisely as we have for the elliptic equations that govern the metric variables in our

model when expressed in the (ξ, η, ζ) system. Now, clearly, the transformation to compactified

coordinates increases the algebraic complexity of any elliptic PDE to which it is applied, and

introduces additional terms involving first derivatives of the unknown. However, dealing with

these complications within the context of a finite difference approach is not difficult in principle,

and, at least naively, it seems reasonable to expect that the extra computational cost involved will

be more than offset by the increase in accuracy and improved convergence properties that the use

of exact Dirichlet conditions will provide.

Unfortunately, these expectations are not met when one factors in the combination of 1) the

specific technique that we have adopted to solve the discretized elliptic equations, and 2) the

need to eventually have a code that runs in parallel on multi-processor architectures. We can

summarize the situation as follows. As described in detail in Chap. 4, we have chosen the multigrid

method to solve our finite-differenced elliptic PDEs due to its efficiency: in particular, it is the

only available technique that can solve discretized forms of general nonlinear elliptic systems using

O(N) calculations, where N is the total number of discrete unknowns. However, as we will now

discuss, the use of compactified coordinates induces a major stumbling block to the parallelization

of the multigrid algorithm.

Consider the following schematic form for a Poisson-like equation, where the coordinate system

(x, y, z) may be some general curvilinear system such as (ξ, η, ζ)

A(x, y, z)
∂2u

∂x2
+B(x, y, z)

∂2u

∂y2
+ C(x, y, z)

∂2u

∂z2
= ρ(x, y, z). (2.198)

From the coefficient functions A(x, y, z), B(x, y, z) and C(x, y, z) we can construct the ratios |A/B|,

|A/C| and |B/C|. If any of these ratios exhibit large variations in magnitude on the solution

domain, then the PDE is said to be anisotropic. It is clear, then, that the compactified Poisson

equation (2.196), is highly anisotropic in this sense, since each of the ratios |A/B|, |A/C| and |B/C|

ranges from 0 to ∞ for −1 ≤ ξ, η, ζ ≤ 1
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Now—and again as discussed in more detail in Chap. 4—to construct an efficient multigrid

algorithm, we must have a way to efficiently smooth the errors in the discrete solution independently

of the size of the mesh spacing that is used in any given calculation. For equations that are

not anisotropic, simple relaxation methods such as point-wise Newton-Gauss-Seidel (see App. D)

tend to be very effective smoothers. Importantly, point-wise techniques are readily parallelized

because the operation of updating any given unknown during a relaxation sweep requires only

“local information”: that is the update operation only involves values of other unknowns which

are directly coupled through the finite difference equations themselves. For the type of finite

differencing used in this thesis (see App. B) this typically amounts to nearest-neighbours in each

of the coordinate directions.

For the case of anisotropic elliptic operators, however, point-wise relaxation will generically

fail to be an effective smoother [35]. For example, consider the situation where the ratios |A/B|

and |A/C| for the schematic equation (2.198) satisfy |A/B| ≈ |A/C| ≫ 1. Then the equation

is anisotropic and is said to be strongly coupled in the x direction. As shown in [35], point-wise

relaxation tends to smooth only along directions of strong coupling, so in this instance, the point-

wise approach will not provide effective smoothing along the y and z directions. Now, there are

well known strategies for recovering a good smoother when facing anisotropy. Chief among these

is the use of line relaxation, which for the current example would involve the simultaneous update

of all of the unknowns in the x direction for each discrete combination of (y, z). Unfortunately, line

relaxation destroys the locality of the smoothing process, and thus inhibits parallelization. This is

the main reason that we decided not to implement compactification in the version of our code that

was used to generate the results described in this thesis.

Before concluding this section, however, we point out that there is another approach to deal

with anisotropy in multigrid that seems very promising for our application. This is the technique of

semi-coarsening [149, 150], whereby the coarsening operation inherent to all multigrid algorithms

is first performed only along directions of strong coupling. The coarsening process tends to weaken

the degree of coupling in those directions, so that point-relaxation can again be used as a smoother.

For compactifying transformations of the form (2.191) the effective strong-coupling directions will

be location dependent, so that we would need to implement an algorithm that cycles through the

three coordinates ξ, η and ζ, semi-coarsening along each direction in turn. However, all of the

operations involved in this method, including the semi-coarsening itself would remain local, and
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thus the method would be amenable to parallelization.

Asymptotic and Sommerfeld Boundary Conditions

The next strategy we considered for treating the boundary conditions (2.186)–(2.190) is the one

that is probably the most widely used in current 3D numerical relativity codes. Here, the underlying

idea is to work in (non-compactified) (x, y, z) coordinates and replace the spatially infinite domain

with a finite region defined by

xmin ≤ x ≤ xmax , ymin ≤ y ≤ ymax , zmin ≤ z ≤ zmax , (2.199)

where xmin, xmax, ymin, ymax, zmin, zmax, become adjustable parameters of the computation. We

then use the known and/or expected behaviour of the solution unknowns as r → ∞ [120] 16 to

derive approximate conditions which can be imposed on the boundaries of the domain.

For example, considering the conformal factor, ψ, asymptotic flatness of the spacetime requires

that

lim
r→∞

ψ = 1 +
k

r
+O(r−2) , (2.200)

where k is a constant. Using a trick that is well known to numerical relativists [151], we can

convert (2.200) to a boundary condition of mixed type as follows. We first differentiate (2.200)

with respect to r to get

lim
r→∞

∂ψ

∂r
= − k

r2
+O(r−3) . (2.201)

This implies that

k = lim
r→∞

[

−r2 ∂ψ
∂r

]

+O(r−1) . (2.202)

Using this result to eliminate k in (2.200) we have

lim
r→∞

ψ = 1 − r
∂ψ

∂r
+O(r−2) , (2.203)

or

lim
r→∞

[

∂ψ

∂r
+
ψ − 1

r

]

= O(r−3) . (2.204)

Neglecting the O(r−3) term in the above, the condition that we impose on ψ on the boundaries of

16Again recall that r ≡
p

x2 + y2 + z2.
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the finite domain is then

∂ψ

∂r
+
ψ − 1

r
= 0 . (2.205)

In terms of Cartesian coordinates, (x, y, z), we have

∂ψ

∂r
=
∂ψ

∂x

∂x

∂r
+
∂ψ

∂y

∂y

∂r
+
∂ψ

∂z

∂z

∂r
=
x

r

∂ψ

∂x
+
y

r

∂ψ

∂y
+
z

r

∂ψ

∂z
,

where the relations ∂x/∂r = x/r etc. follow from the standard transformation from rectangular to

spherical polar coordinates. Using the above result in (2.205) we have 17

x
∂ψ

∂x
+ y

∂ψ

∂y
+ z

∂ψ

∂z
+ ψ − 1 = 0 . (2.206)

Similar boundary conditions of mixed type can be derived for the lapse function, α, and the

shift vector components, βk, from the asymptotic behaviours:

lim
r→∞

α = 1 +O(r−1) , (2.207)

lim
r→∞

βk = O(r−1) . (2.208)

For the case of the scalar field variables, φA and ΠA, we also have fall-off conditions, but

additionally must take into account the radiative nature of the fields. The situation is further

complicated by the fact that since the field is massive, it has a non-trivial dispersion relationship.

The simplest—and fairly crude—approach is to treat the scalar field as if it were massless. Letting

v(t, r) denote any of the φA, ΠA in the asymptotic region r → ∞, we then expect

lim
r→∞

v(t, r) =
h(t− r)

r
(2.209)

where h is a function that describes a purely outgoing disturbance propagating at the speed of

light (i.e. with speed c = 1 in our units). If we impose (2.209) as a boundary condition, then we

are requiring that there be no incoming radiation (from infinity) at any time during the evolution:

such a demand is often called a Sommerfeld boundary condition.

The Sommerfeld condition in the form (2.209) cannot be implemented directly in a numerical

17We note that a mixed boundary condition such as (2.206), which involves the value of the function and its
normal derivative, is sometimes called a Robin condition.
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calculation since h is not a known function. However, observing that (2.209) implies

lim
r→∞

(rv) = h(t− r) , (2.210)

we immediately have

lim
r→∞

[

∂

∂t
(rv) +

∂

∂r
(rv)

]

= 0 , (2.211)

or

lim
r→∞

[

r
∂v

∂t
+ r

∂v

∂r
+ v

]

= 0 . (2.212)

In Cartesian coordinates, and dropping the limr→∞ this becomes

√

x2 + y2 + z2
∂v

∂t
+ x

∂v

∂x
+ y

∂v

∂y
+ z

∂v

∂z
= 0 . (2.213)

The remainder of this section concerns technical details and issues related to our numerical

implementation of boundary conditions exemplified by (2.206) for the metric variables, and (2.213)

for the scalar field quantities. As such, we again note that the reader may first wish to con-

sult Chap. (4) as well as App. (B) for background information on the specific finite differencing

techniques that we used to discretize our model.

The key piece of (2.213) on which we need to focus is

x
∂v

∂x
+ y

∂v

∂y
+ z

∂v

∂z
(2.214)

Observe that an expression of identical form appears in the boundary condition (2.206) for the

conformal factor, ψ, and also appears in the corresponding equations for α and βk that we have

not displayed here. Denoting the coordinates of the finite difference grid by

(xi, yj, zk), i = 1 . . . nx, j = 1 . . . ny, k = 1 . . . nz (2.215)

(see Sec. 4.1), we consider the boundary x = xmin which is x = x1 on the grid. Noting that our grid

uses the same (constant) mesh spacing, h, in each of the coordinate directions, our finite difference
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version of (2.214) is

x3/2
v2,j,k − v1,j,k

h
+

1

2
yj

(

v1,j+1,k − v1,j−1,k

2h
+
v2,j+1,k − v2,j−1,k

2h

)

+
1

2
zk

(

v1,j,k+1 − v1,j,k−1

2h
+
v2,j,k+1 − v2,j,k−1

2h

)

j = 2 . . . ny − 1, k = 2 . . . nz − 1 (2.216)

Note that this formula is centred at the “fictitious” grid point (x3/2, yj, zk) ≡ ((x1 + x2)/2, yj, zk),

and that due to this centring the approximation of the x derivative is O(h2) while only involving

grid function values at x1 and x2. Similar formulae are readily derived for the other boundaries

x = xmax, y = ymin, y = ymax, z = zmin and z = zmax. Additionally, we stress that expressions

such as (2.216) cannot be used along the edges or at the corners of the grid. There we use modified

versions of (2.216) that maintain the basic strategy of centring the formula at a fictitious grid

point (defined as the centre of 4 points along the edges, and 8 points at the corners). We note

that although we expect that this differencing technique should work adequately for the scalar

field variables (maintaining stable evolution in particular) the current version of our code has some

convergence problems when stringent tolerances are set for the overall time-step iteration (see

Sec. 5.1). We believe that this is due to one or more code bugs, but have not invested much time

on the matter given the issue with the elliptic equations that we now discuss.

Indeed, use of the same differencing scheme to discretize the boundary conditions—such as (2.206)—

imposed on the elliptic PDEs led to severe numerical difficulties that we have yet to resolve. Once

more the issue is related to our use of multigrid to solve the elliptic equations. Even though our ba-

sic relaxation method (used in multigrid as a smoother, as discussed briefly in the previous section)

converged to a smooth solution when applied to the full set of difference equations for the elliptic

unknowns, our multigrid algorithm would not converge. We strongly suspect that the multigrid

failure can be traced to our use of the particular differencing strategy for the boundary conditions

that we have outlined above. Heuristically, the use of centring at the fictitious points means that

the boundary conditions are actually being imposed in the interior of the domain, rather than on

the boundaries per se. During the execution of a multigrid cycle, as coarser and coarser grids come

into play, the locations where the boundary conditions are set thus penetrate further and further

into the solution domain, and this seems to destroy the convergence of the method.

One possible remedy for this problem would be to augment the grid with so-called ghost points,
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and then to impose discretized versions of the interior PDEs as well as the boundary conditions

at the boundary points. Typically, when this approach is adopted one then eliminates the ghost

values that are referenced by the interior equations using the discrete boundary conditions. How-

ever, although this strategy works well in 1D and 2D, it is not so straightforward to implement

in 3D, especially when the PDEs involve mixed derivatives as is the case for our system. Addi-

tional complications arise due to the need to maintain smoothness near the boundaries during the

multigrid process, as well as in formulating appropriate transfers within the grid hierarchy that are

compatible with the boundary conditions.

In brief, although we devoted considerable effort to the task, we were not able to construct a

convergent multigrid solver for our elliptic equations in the case that discrete versions of asymptotic

boundary conditions such as (2.206) were used. However, we remain hopeful that a resolution to

this problem does exist, and plan to continue to work towards it.

Dirichlet Boundary Conditions

Our third approach to the numerical treatment of the boundary conditions for our model, and the

one that was incorporated in the code used to generate all of the results presented in Chap. 5,

is extremely simple. We simply set the conditions (2.186)–(2.190) on the boundaries of the finite

domain defined in the previous section:

xmin ≤ x ≤ xmax , ymin ≤ y ≤ ymax , zmin ≤ z ≤ zmax , (2.217)

Specifically, we have

U(t, xmin, y, z) = U(t, xmax, y, z) = 1

U(t, x, ymin, z) = U(t, x, ymax, z) = 1

U(t, x, y, zmin) = U(t, x, y, zmax) = 1 (2.218)
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where U represents α or ψ, and

V (t, xmin, y, z) = V (t, xmax, y, z) = 0

V (t, x, ymin, z) = V (t, x, ymax, z) = 0

V (t, x, y, zmin) = V (t, x, y, zmax) = 0 (2.219)

where V is any of the βk, φA or ΠA. With this choice, we were able to construct a convergent

multigrid solver for the elliptic equations, and, as described in Chap. 5 our numerical evolutions of

the coupled elliptic-hyperbolic system of PDEs governing our model were stable and convergent.

Although this choice certainly constitutes quite a crude approximation, especially for the domain

sizes that we have used in our calculations to date, we note that we ultimately intend to incorporate

adaptive mesh refinement techniques [152] into our code. Particularly for scenarios involving the

interaction of two boson stars, we anticipate that fine grids will be needed only in the central region

where the stars interact. The hope is then that a “telescoping” sequence of ever coarser grids will

allow us to increase the physical size of the numerical solution domain to the point where the use

of Dirichlet conditions contributes a relatively minor amount to the overall error in the solutions.

Again, however, this is a matter for future investigation.

2.4.6 ADM/York Mass

In the Hamiltonian formulation of general relativity, the total spacetime energy—also called the

ADM mass—is associated with the numerical value of the Hamiltonian, which at any time, t, is

to be computed on a surface, ∂V , at spatial infinity. The surface encloses the entire volume V of

the spacelike hypersurface Σt. For an asymptotically flat spacetime, the total energy on Σt can be

expressed as a surface integral involving derivatives of the components of the 3-metric at spatial

infinity. In terms of the 3 + 1 variables and Cartesian coordinates, this integral is

MADM ≡ E ≡ H∞

16π
=

1

16π
lim
r→∞

∮

∂V

(

∂γij
∂xi

− ∂γii
∂xj

)

N jdS . (2.220)

Here r =
√

x2 + y2 + z2, H∞ is the numerical value of the Hamiltonian at spatial infinity, N j

is a outwards-directed unit vector normal to the surface ∂V , and dS is the area element on the

surface. That is, dS =
√
q d2y, where q is the determinant of the induced metric on ∂V and d2y
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are differentials associated with the coordinates on the surface. For example, if ∂V is a spherical

surface at i0, then adopting the usual spherical polar coordinates, (r, θ, φ) the measure is simply

dS =
√
qd2y = r2 sin θ dθdφ and the unit normal, N i, has components (N r, Nθ, Nφ) = (1, 0, 0).

In situations such as ours, where the outer boundaries of the computational domain are not

in the vicinity of spatial infinity, it is problematic to use (2.220) to compute a good estimate for

the ADM mass. Fortunately there is an alternate expression for MADM due to Ó Murchadha and

York [153] that provides the basis for a more accurate calculation of the mass in our simulations.

Ó Murchadha and York investigated the relationship between the ADM masses of two spatial

metrics that were conformally related, i.e. for γij = ψ4γ̃ij . Starting from (2.220), they showed that

the difference in energy associated with the two metrics is given by the following volume integral

over the spacelike hypersurface:

16π
(

MADM − M̃ADM

)

= −8

∫

V

√

γ̃
(

γ̃ij∂i∂jψ
)

d3x. (2.221)

This expression takes a particularly convenient form when the conformal metric is flat, since in

that case the conformal ADM mass, M̃ADM, vanishes and we have 18

16πMADM = −8

∫

V

√

γ̂
(

γ̂ij∂i∂jψ
)

d3x. (2.222)

Written in Cartesian coordinates this becomes

MADM = − 1

2π

∫

V

(ψ,xx + ψ,yy + ψ,zz) d
3x . (2.223)

In the simulations of our model problem we evaluate the above volume integral numerically, and

use the value of MADM computed in this way as a diagnostic quantity. In this regard we mention

that the question of whether MADM is exactly conserved in our model remains, to our knowledge,

an open one. It is thus noteworthy that our simulations to date suggest that it is a conserved

quantity. However in the absence of a theorem to this effect, we emphasize that our use of the

conservation of MADM during an evolution as a measure of the accuracy of the calculation should

be viewed with caution.

18Ó Murchadha and York thus noted that this result provided an alternate definition of MADM that was valid for
for any asymptotically conformally flat hypersurface.
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2.5 Overview of the Equations of Motion

In previous sections we have discussed the derivation of the PDEs that govern our model in con-

siderable detail. Here we provide a recap of that development and redisplay the equations in a

schematic form that emphasizes the principal parts of the various differential operators involved.

In addition, we provide a brief commentary concerning some of the properties of the PDEs as well

as few details about how they were solved numerically. We also note that we use a standard tensor

calculus notation for partial differentiation below: namely that f,x = ∂f/∂x, f,xx = ∂2f/∂x2 etc.

In summary, our equations of motion constitute a mixed elliptic-hyperbolic system of 9 nonlinear

PDEs. There are 5 quasi-linear, elliptic equations for the geometric variables, which include the

lapse function, α, the conformal factor, ψ, and the three components of the shift vector, βi. In

addition, there are 4 quasi-linear, hyperbolic equations which govern the components of the complex

scalar field, φ1 and φ2, and their conjugate momenta, Π1 and Π2.

The elliptic equations were derived as follows. The maximal slicing condition for α resulted

from taking the trace of the evolution equation for the extrinsic curvature Ki
j , and demanding

that the right hand side vanish. Following some manipulation (including the use of the Hamilto-

nian constraint to eliminate the 3-Ricci scalar) this led to equation (2.181) which can be written

schematically as:

α,xx + α,yy + α,zz = Nα
(

α, α,j , ψ, ψ,j , β
i
,j , φA,ΠA

)

. (2.224)

Here Nα is a function which is nonlinear in many of its arguments, including the first-order deriva-

tives of α, ψ and βk.

The elliptic equation (2.182) that governs the conformal factor, ψ, came from the Hamiltonian

constraint and has the form:

ψ,xx + ψ,yy + ψ,zz = Nψ
(

α, ψ, βi,j , φA, φA,j ,ΠA

)

, (2.225)

where Nψ is again nonlinear, but in this case, the key derivative nonlinearities involve only the

shift vector components.

Additionally, the momentum constraints were used to derive (2.183)-(2.185), which are elliptic
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equations for the components of the shift vector βk = (βx, βy, βz). These take the form

4

3
βx,xx + βx,yy + βx,zz +

1

3

(

βy,yx + βz,zx
)

= Nβx

(

α, α,j , ψ, ψ,j, β
x
,j , β

y
,y, β

y
,x, β

z
,z, β

z
,x, φA,x,ΠA

)

,

(2.226)

βy,xx +
4

3
βy,yy + βy,zz +

1

3

(

βx,xy + βz,zy
)

= Nβy

(

α, α,j , ψ, ψ,j , β
y
,j, β

z
,z, β

z
,y, β

x
,x, β

x
,y, φA,y,ΠA

)

,

(2.227)

βz,xx + βz,yy +
4

3
βz,zz +

1

3

(

βx,xz + βy,yz
)

= Nβz

(

α, α,j , ψ, ψ,j , β
z
,j, β

x
,x, β

x
,z, β

y
,y, β

y
,z, φA,z,ΠA

)

.

(2.228)

Here, the right-hand-side functions Nβx , Nβy and Nβz , although generally nonlinear, are linear in

the first order derivatives of the βk.

These five elliptic PDEs have to be supplemented by boundary conditions. As discussed in

Sec. 2.4.5, for all of the results reported in this thesis, we used Dirichlet boundary conditions as

follows

α|B = 1, ψ|B = 1, βx|B = 0, βy|B = 0, βz |B = 0. (2.229)

where the notation f |B means “f evaluated on the boundary of the (finite) solution domain”.

Numerically, and as discussed in more detail in Chap. 4 and App. B, the elliptic equations were

discretized using second order finite difference methods, on a uniform mesh (constant spacing h in

all three of the coordinate directions). The resulting discrete equations were then solved using a

multigrid algorithm which is described in Sec. 4.3.

The hyperbolic part of our model consists of the four first-order-in-time PDEs (2.173)–(2.174),

all of which originate from the general relativistic Klein-Gordon equation for a complex scalar field,

φ = φ1 + iφ2, where φ1 and φ2 are real-valued. These equations are of the form

φ̇A = NφA

(

α, ψ, βi, φA,j ,ΠA

)

(2.230)

and

Π̇A = NΠA

(

α, α,j , ψ, ψ,j , β
i, βi,i, φA, φA,j , φA,jj ,ΠA,ΠA,j

)

, (2.231)

for A = 1, 2, and where ΠA are the momenta conjugate to φA. In this case we observe that the

source functions NφA
and NΠA

are linear in the scalar field quantities themselves. 19 As with the

19This assumes that the scalar field potential has only a mass term, which is the case for the calculations reported
here.
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elliptic equations, we impose Dirichlet boundary conditions on the hyperbolic variables:

(φA)|B = 0 and (ΠA)|B = 0. (2.232)

The hyperbolic equations were also discretized via second order finite difference techniques,

and on the same grid used for the elliptic PDEs. More specifically, we used an implicit Crank-

Nicholson scheme (Sec. 4.1.3 for details), and the resulting algebraic equations were solved with a

point-wise Newton-Gauss-Seidel iteration (App. D for details). Again, Chap. 4 and App. B provide

many more details concerning all of the major numerical techniques and algorithms we used in the

current work.

The reader will note that we have not yet discussed the issue of initial data for our model

which, of course, is an absolutely crucial part of the complete specification of any initial-boundary

value problem. Modulo potential difficulties due to the nonlinearity of the equations, we can, in

principle, specify arbitrary values for the scalar fields, φA, and the conjugate momenta, ΠA, as long

as those values are sufficiently differentiable, 20 and compatible with the boundary conditions. The

elliptic equations can then be solved to determine the initial values for the metric functions. The

future (or past) development of the initial data will then be given by the solution of the coupled

elliptic-hyperbolic system, subject to the boundary conditions.

However, our principal aim is to study the interaction of boson stars, which, we recall, are

localized, gravitationally bound configurations of the scalar field that, in isolation, produce time-

independent gravitational fields. The process of determining initial data for even a single such star

is a non-trivial matter: generating initial states for binaries adds a few more complications. We

thus devote the entire next chapter to the issue of computing this specific class of initial data.

20Mathematically, it would suffice to have initial data that is twice differentiable, but especially given that we are
using centred finite difference techniques, it will be more convenient to require the data to be smooth—i.e. infinitely
differentiable.
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Chapter 3

Initial Data

In this chapter we describe the computation of initial configurations for our model that contain

boson stars. Although we are most interested in the case of initial data describing boson star

binaries, the problem of determining data for a single star is interesting in its own right, and, of

course, forms the basis for the task of constructing an initial state for two stars. To generate data

for one star, we adopt a particular ansatz, detailed in Sec. 3.4, in which both the spacetime and the

scalar field, φ, are spherically symmetric, and where due to an assumed harmonic time-dependence

for φ, the spacetime is time independent.

Now, it transpires that for spherically symmetric spacetimes, the requirement of conformal 3-

flatness does not imply that we are considering an approximation of the full Einstein equations,

as it does in the general 3D case. Rather, as we will discuss in Sec. 3.2, in spherical symmetry

conformal flatness amounts to a specific choice of radial coordinate, r, that we can always make,

and which we can further combine with maximal slicing to completely fix the spherical coordinate

system. For this reason the first five sections below treat the full Einstein equations coupled to a

complex scalar field (with some general self-interaction potential), and we thus begin in Sec. 3.1

with a review of the 3 + 1 equations for spherically symmetric spacetimes. Additionally, since it is

easiest to determine the boson star solutions using a so-called areal radial coordinate, R, and then

transform the solutions to the coordinate r in which the 3-metric is conformally flat, we discuss the

relevant Einstein equations in both coordinate systems in Secs. 3.3 and 3.2. Sec. 3.4 then defines

the ansatz used to generate a single boson star. This reduces the field equations to a system of

ordinary differential equations ODEs for the scalar field and metric variables, which is further an

eigenvalue problem. We briefly discuss how the system is solved, and then in Sec. 3.5 comment on

some of the properties of the solutions.

The last two sections of the chapter then return focus to the 3D case, and the use of the results

from the spherically symmetric general relativistic calculations to provide initial conditions for

our model. Sec. 3.6 describes the straightforward process that we use to set up initial data in
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Cartesian coordinates for one or two stars, and Sec. 3.7 details the further transformations of the

field quantities that are used to give stars non-vanishing velocities at the initial time.

We emphasize that apart from the material in Secs. 3.6 and 3.7, none of what is discussed here

is original to this work. Indeed, general relativistic spherically symmetric boson stars have been

studied by a large number of authors, so there is a considerable literature on the subject (see [119]

for a review). In particular, much of the presentation in Secs. 3.1–3.5 follows Chap. 4 of Lai’s PhD

thesis [128] (which the interested reader can consult for additional details) as well as unpublished

lecture notes due to Choptuik [154].

3.1 Spherically Symmetric Spacetime

In general relativity, spherical symmetry can be precisely defined in terms of the symmetry group,

SO(3), whose group orbits are 2-spheres, and which, physically, is associated with rotations in three

dimensional space [120]. In particular, spherical symmetry dictates that the spacetime metric, gab,

be invariant under the action of SO(3). Choosing a set of coordinates (t, r, θ, φ) which is adapted

to the symmetry, the metric induced on any 2 sphere (i.e. any collection of events defined by

t = const., r = const.), is some multiple of the metric on the unit 2-sphere, which itself is given by

dΩ2 = dθ2 + sin2 θdφ2. (3.1)

It is straightforward to argue that a completely general form for the line element on a t = const

hypersurface in spherical symmetry is then

(3)ds2 = a2(t, r) dr2 + r2b2(t, r) dΩ2 , (3.2)

where we stress that the functions a and b depend only on t and r. Similarly, it can be readily

established that the most general line element for spherically spacetime can be written in the 3+1

form

ds2 = (−α(t, r)2 + a2β(t, r)2) dt2 + 2a2β dtdr + a2dr2 + r2b2dΩ2. (3.3)

Here, α(t, r) is the lapse function as usual, and β(t, r) is the single non-vanishing component of the

shift vector βk = (βr , βθ, βφ) ≡ (β, 0, 0).

Additionally, it is not hard to prove from (2.44) that the extrinsic curvature corresponding to
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the spatial metric, γij , has only two independent components in spherical symmetry, Kr
r and Kθ

θ:

Ki
j = diag(Kr

r(t, r),K
θ
θ(t, r),K

θ
θ(t, r)). (3.4)

Before writing down the 3 + 1 Einstein equations for spherically symmetric spacetimes, it is

convenient to introduce auxiliary fields, Φ(t, r) and Π(t, r), which are defined in terms of the

complex scalar field, φ as follows:

Φ(t, r) ≡ φ′(t, r) ≡ ∂rφ(t, r) and Π(t, r) ≡ a

α
(φ̇− βφ′). (3.5)

(Here and throughout this chapter we use the overdot and prime notations for partial differentiation

with respect to the time and radial coordinates respectively.) 21 In terms of these auxiliary

variables, and using (2.40)-(2.43), the non-vanishing components of the stress-energy tensor are:

ρ =
|Φ|2 + |Π|2

2a2
+
U(|φ|2)

2
, jr = −Π∗Φ + ΠΦ∗

2a
= a2jr,

Sr r = ρ− U(|φ|2), Sθθ =
|Π|2 − |Φ|2

2a2
− U(|φ|2)

2
,

Sφφ = Sθθ, S =
3|Π|2 − |Φ|2

2a2
− 3

2
U(|φ|2).

where U(|φ|2) is the scalar field’s interaction potential. The spherically symmetric Klein Gordon

equation gives us the following first-order-in-time evolution equations for the scalar field variables,

φ, Φ and Π:

φ̇ =
α

a
Π + βΦ, (3.6)

Φ̇ =
(α

a
Π + βΦ

)′

, (3.7)

Π̇ =
1

(rb)2

[

(rb)2
(

βΠ +
α

a
Φ

)]′

+ 2

[

αKθ
θ − β

(rb)′

rb

]

Π − αa
dU(|φ|2)
d|φ|2 φ. (3.8)

21As a technical note, we point out that Π as defined in (3.5) is not the conjugate momentum of the field φ; but
that r2b2 sin(θ)Π is. The definition (3.5) is motivated by the form of the dynamical equations for Φ and Π that
result (vis. (3.7)-(3.8)).
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Continuing, from (2.44) we have evolution equations for the metric functions a and b:

ȧ = −αaKr
r + (aβ)′, (3.9)

ḃ = −αbKθ
θ +

β

r
(rb)′, (3.10)

and from (2.45), evolution equations for the extrinsic curvature components, Kr
r and Kθ

θ :

K̇r
r = βKr

r
′ − 1

a

(

α′

a

)′

+ α

{

− 2

arb

[

(rb)′

a

]′

+KKr
r − 4π

[

2|Φ|2
a2

+ U(|φ|2)
]

}

, (3.11)

K̇θ
θ = βKθ

θ
′
+

α

(rb)2
− 1

a(rb)2

[

αrb

a
(rb)′

]′

+ αKKθ
θ − 4παU(|φ|2). (3.12)

Turning to the constraint equations, the Hamiltonian constraint (2.49) reduces to

R + 4Kr
rK

θ
θ + 2Kθ

θ
2

= 16πρ , (3.13)

which, using the explicit form of the 3-Ricci scalar, R, becomes

− 2

arb

{

[

(rb)′

a

]′

+
1

rb

[

(

rb

a
(rb)′

)′

− a

]}

+ 4Kr
rK

θ
θ + 2Kθ

θ
2

= 8π

[ |Φ|2 + |Π|2
a2

+ U(|φ|2)
]

.

(3.14)

Finally the momentum constraint (2.50) is

Kθ
θ
′
+

(rb)′

rb

(

Kθ
θ −Kr

r

)

= 2π
Π∗Φ + ΠΦ∗

a
. (3.15)

We have now displayed a complete set of equations for the Einstein-Klein-Gordon system in

spherical symmetry, which is valid for any system of coordinates (t, r, θ, φ) that are adapted to

the symmetry. In the next two sections we specialize these equations to the cases of two specific

coordinate systems that bear on our current work.

3.2 Maximal-Isotropic Coordinates

As we discussed in Sec. 2.4 the choice of maximal slicing fixes the time coordinate by demanding

that the trace of the extrinsic curvature, K ≡ Ki
i, vanish at all times. To implement this condition

in spherical symmetry then, we require K(0, r) = 0 and K̇(t, r) for all t and r. We note that since
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we haveKi
j = (Kr

r,K
θ
θ,K

θ
θ), and thusK = Kr

r+2Kθ
θ, the choiceK = 0 allows us to eliminate

one of Kr
r or Kθ

θ from the overall set of equations. In particular, we will take

Kθ
θ = −1

2
Kr

r , (3.16)

in the following. The specification of the coordinate system is completed by fixing the radial

coordinate. We do this by requiring that the 3-metric be conformally flat, so that again introducing

the conformal factor, ψ(t, r), as in Sec. 2.4.2, we have

(3)ds2 = ψ4
(

dr2 + r2dΩ2
)

. (3.17)

We reemphasize the point made earlier in this chapter that in spherical symmetry conformal flatness

amounts to a coordinate choice: we are always free to write the 3-metric in the form (3.17), and

it does not imply that we are approximating Einstein’s equations in some way, as it does when

applied to the generic 3D case.

In terms of the general form (3.2) for the spherically symmetric line element, (3.17) implies

a = b ≡ ψ2(t, r) . (3.18)

Traditionally, the radial coordinate implied by (3.17), or equivalently (3.18), has been termed

isotropic, and, although we will also use that terminology, the reader should keep in mind that

“isotropic” is synonymous with “conformally flat” in this context.

Operationally, to implement the isotropic condition (3.18), we require that it holds on the initial

hypersurface, so that a(0, r) = b(0, r), and that ȧ(t, r) = ḃ(t, r) for all t and r. Equating the right

hand sides of (3.9) and (3.10) and using a(t, r) = b(t, r), we easily derive the following ODE for

the shift vector component, β:

r

(

β

r

)′

= α(Kr
r −Kθ

θ) , (3.19)

or, using (3.16),

r

(

β

r

)′

=
3

2
αKr

r . (3.20)

Returning to the maximal slicing condition, we have K = 0 and K̇ = 0. We thus take the trace
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of (2.45) and equate the right hand side of the resulting equation to 0. We then use the Hamiltonian

constraint to eliminate the 3-Ricci scalar, R, appearing in the equation in favour of terms involving

the extrinsic curvature and stress-energy components, and perform additional simplifications using

K = 0 and K̇θ
θ = −K̇r

r/2. After some manipulation we find the following equation for the lapse:

α′′ +
a

(rb)2

[

(rb)2

a

]′

α′ +

[

4πa2U(|φ|2) − 8π|Π|2 − 3

2
a2Kr

r
2

]

α = 0 ,

which using a = b = ψ2, becomes

α′′ +
2

rψ2

∂

∂(r2)

(

r2ψ2
)

α′ +

[

4πψ4U(|φ|2) − 8π|Π|2 − 3

2
ψ4Kr

r
2

]

α = 0 . (3.21)

Here we note that the operator ∂/∂r2 takes a derivative with respect to r2. Its use here is mo-

tivated by the need to maintain regularity in numerical solutions of (3.21), and is an example

of a general technique first introduced to the numerical relativity community by Evans [155].

The basic observation is that as r → 0, we have ψ(t, r) → ψ0(t) + r2ψ2(r) + O(r4), and thus

r2ψ(t, r) → r2ψ0(t) + O(r4). Since the leading order term goes like r2, finite difference operators

based on ∂/∂(r2) rather than ∂/∂r tend to produce numerical solutions that are smoother near

r = 0. This issue is discussed in more detail in App. B, Sec. B.2.

Eqs. (3.21) and (3.20) determine the kinematical geometrical variables, α and β, respectively.

We now need equations for the dynamical geometrical variables, namely the conformal factor,

ψ, and the extrinsic curvature component, Kr
r. Here, due to the overdetermined nature of the

Einstein equations, which, we recall, results from the coordinate invariance of the theory, we have

two choices for each function. We can either use evolution equations derived from (3.9)–(3.11), or we

can use the constraint equations (3.14) and (3.15). Here we choose the latter option, which produces

what is known as a fully constrained scheme [122]. Specifically the Hamiltonian constraint (3.14)

becomes an ODE for ψ:

3

ψ5

d

dr3

(

r2
dψ

dr

)

+
3

16
Kr

r
2 = −π

( |Φ|2 + |Π|2
ψ4

+ U(|φ|2)
)

, (3.22)

while the momentum constraint (3.15) provides an ODE for Kr
r:

Kr
r
′ + 3

(rψ2)′

rψ2
Kr

r = −4π

ψ2
(Π∗Φ + ΠΦ∗) . (3.23)
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We note that our ability to completely determine the geometric variables without the explicit use

of any evolution equations (and, in particular, without using any equations of the form K̇i
j = . . .)

is a reflection of the fact that, in spherical symmetry, the general relativistic gravitational field

has no independent dynamics: genuine time dependence of the metric 22 must result from time

dependence of a matter field that is coupled to gravity.

Finally, the specialization of (3.6)–(3.8) to maximal-isotropic coordinates yields the following

set of evolution equations for the scalar field variables:

φ̇ =
α

ψ2
Π + βΦ, (3.24)

Φ̇ =

(

α

ψ2
Π + βΦ

)′

, (3.25)

Π̇ =
3

ψ4

d

dr3

[

r2ψ4

(

βΠ +
α

ψ2
Φ

)]

− 2

[

1

2
αKr

r + β
(rψ2)′

rψ2

]

Π − αψ2 dU(|φ|2)
d|φ|2 φ. (3.26)

The set of equations (3.20)–(3.26) fully determine the spherically symmetric Einstein-Klein-

Gordon system in maximal-isotropic coordinates. Note, however, that these equations must be

supplemented with initial values and boundary conditions in order to generate a unique solution.

However, we have not used this system to generate any of the results discussed below, and have

included the derivation of the equations of motion primarily for the sake of completeness. We

will thus conclude our discussion of this particular coordinate choice at this point and refer the

interested reader to App. B of Lai’s thesis [128] for details of a numerical implementation of (3.20)–

(3.26). When we return to the maximal-isotropic coordinate system in Sec. 3.4 it will be in the

context of the initial data problem.

3.3 Polar-Areal Coordinates

The second coordinate system for spherically symmetric spacetimes that we consider also uses a

condition on the extrinsic curvature to fix the time coordinate. In this case we demand that

K ≡ Ki
i = KR

R , (3.27)

22As opposed to apparent time dependence arising from a choice of coordinates, which can in principle be identified
by finding a solution of the Killing equations Lξgab = 0, where ξ is the sought-for timelike Killing vector (see Sec. 3.4).
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where we note that we use T and R in this section to denote the time and radial coordinates,

respectively, with u̇ ≡ ∂u/∂T and u′ ≡ ∂u/∂R. Eq. (3.27) is known as the polar slicing condi-

tion [156], and, as for the choice of maximal slicing, has the immediate consequence of reducing the

number of independent components of the extrinsic curvature. From the definition of K and (3.27)

we have

K ≡ KR
R + 2Kθ

θ = KR
R , (3.28)

which implies

Kθ
θ = 0 . (3.29)

This last result is then used to derive an equation that must be satisfied by the lapse function,

α(T,R), at any time T . Specifically, we require that the initial data satisfy Kθ
θ(0, R) = 0, and

then impose K̇θ
θ(T,R) = 0 for all T and R:

Kθ
θ(T,R) = K̇θ

θ(T,R) = 0 . (3.30)

As the name “polar-areal” suggests, the spatial coordinate is fixed by demanding that R directly

measure the proper surface area of any T = const., R = const. 2-sphere. Now, in terms of our

general form (3.2) for the 3-metric, this area, A(T,R), is given by

A(T,R) = 4πR2b(T,R)2 , (3.31)

so if R is to be areal, we must have b(T,R) ≡ 1. Thus, the choice of radial coordinate eliminates

another of the geometric dynamical variables from the system. Moreover, the general evolution

equation (3.10) reads

ḃ = −αbKθ
θ +

β

R
(Rb)

′
(3.32)

in the current case. Parallelling the implementation of the other coordinate conditions discussed

thus far, to enforce b(T,R) ≡ 1 we require b(0, R) = 1 at T = 0, and ḃ(T,R) = 0 for all T and R.

Using these relations, as well as Kθ
θ(T,R) = 0 in (3.32), we find that the shift vector component,

β, must identically vanish. Thus the spacetime line-element in polar-areal coordinates is simply

ds2 = −α2(T,R)dT 2 + a2(T,R)dR2 +R2dΩ2 , (3.33)
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which can be viewed as a natural generalization of the familiar Schwarzschild line element

ds2 = −
(

1 − 2M

R

)

dT 2 +

(

1 − 2M

R

)−1

dR2 +R2dΩ2 , (3.34)

to the case of time dependent spherical geometries. We further note that the elimination of three

of the geometric quantities—namely b, Kθ
θ and β—using two coordinate conditions is a special

feature of the polar-areal system.

Not surprisingly, given the simple (and diagonal) form of the line element (3.33), the resulting

3 + 1 Einstein equations also assume a very simple form. Once more, since only two dynami-

cal geometrical variables remain—the metric function, a, and the extrinsic curvature component,

KR
R—we can use the constraint equations in lieu of evolution equations to determine them.

Using b = 1 and Kθ
θ = 0 in the general form of the Hamiltonian constraint (3.14), we find that

a must satisfy the ODE

a′ =
1

2

{ a

R

(

1 − a2
)

+ 4πRa
[

|Φ|2 + |Π|2 + a2U(|φ|2)
]

}

, (3.35)

while the momentum constraint (3.15) provides an algebraic equation for KR
R:

KR
R = −2πR

a
(Π∗Φ + ΠΦ∗) . (3.36)

As discussed above, the polar slicing condition requires that Kθ
θ(T,R) = 0 and K̇θ

θ(T,R) = 0.

Setting the right hand side of (3.12) to 0, and using K = 0, β = 0 and b = 1, we derive the following

ODE for the lapse:

α′ =
α

2

{

a2 − 1

R
+ 4πR

[

|Φ|2 + |Π|2 − a2U(|φ|2)
]

}

. (3.37)

Finally, for the scalar field variables, using b = 1, Kθ
θ = 0 and β = 0 in (3.6)–(3.8) we find:

φ̇ =
α

a
Π, (3.38)

Φ̇ =
(α

a
Π

)′

, (3.39)

Π̇ = 3
∂

∂(R3)

[

R2α

a
Φ

]

− αa
dU(|φ|2)
d|φ|2 φ . (3.40)
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The set (3.35)–(3.40) constitutes a sufficient set of equations for the spherically symmetric

Einstein-Klein-Gordon system in polar-areal coordinates (again, modulo initial values and bound-

ary conditions). In the next section we use a further simplified subset of these equations to compute

solutions representing single boson stars.

3.4 Constructing Boson Stars: The Static Ansatz

A spherically symmetric, localized, time independent configuration of matter captures the simplest

notion of a star. Provided that the matter is regular everywhere, we should expect such a config-

uration to produce a gravitational field that is also spherically symmetric, time independent and

globally regular. Moreover, if we are to be able to study the time evolution of these objects to any

significant degree, then they should also be dynamically stable. For the case of a complex field

it is not possible to construct such states on the basis of time independence of φ itself. Indeed,

Friedberg, Lee and Pang [107] demonstrated that in order for a boson star to be in a (minimal

energy) ground state—a necessary condition for stability—φ must have harmonic time dependence.

Thus, we adopt the following ansatz for the complex scalar field

φ(t, r) = φ0(r) e
−iωt , (3.41)

where ω is assumed to be a non-negative real constant, and where, for the time being, (t, r) are

a general set of coordinates for spherically symmetric, time dependent spacetimes as discussed in

Sec. 3.1. As can be quickly verified by examination of the form of (2.69), all components of the

stress-tensor, Tµν , become time independent under this assumption. Consequently, the spacetime

(i.e. the gravitational field) that is produced can also be expected to be time independent.

Now, we note that the most generic sense of “time independence” in general relativity means

that the spacetime has a timelike Killing vector field, in which case the spacetime is said to be

stationary. Additionally, there is a more restrictive definition which requires that we be able to

foliate the spacetime with hypersurfaces, Σt, such that the Killing vector is everywhere orthogonal

to these slices. In this case the spacetime is said to be static and it is straightforward to show

that in coordinates (t, xi) adapted to the timelike symmetry, the metric components gµν must be

invariant under the “time reflection” symmetry, t→ −t [120]. An example of a spacetime which is

stationary but not static is provided by an axially symmetric star composed of self-gravitating fluid
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that is in rotation about some symmetry axis, and which thus has some net angular momentum.

Although one can construct boson star models that have angular momentum, we will not consider

them here, so the demand that spacetime be static is the appropriate choice. We observe that,

assuming that t is adapted to the timelike symmetry—which we will hereafter require—(3.41) is

compatible with this demand. We will therefore refer to it as the “static ansatz”.

We now consider what the ansatz implies for the spherically symmetric 3+1 equations displayed

in the two previous sections. First, the static requirement immediately implies that all of the metric

components, gµν , must be time independent functions, and that in terms of the general 3 + 1 form

of the line element (3.3), the shift vector component β, must vanish:

β(t, r) = 0 . (3.42)

We observe that this last condition is always satisfied in polar-areal coordinates, but that it needs

to be imposed explicitly when working in maximal-isotropic coordinates.

Since the specific metric functions a(t, r) and b(t, r) must have vanishing time derivatives, and

we also have β = 0, Eqs. (3.9) and (3.10) then imply that the extrinsic curvature components also

vanish:

Kr
r = Kθ

θ = 0 . (3.43)

As a consequence, for the case of a static solution, polar slicing is also maximal, and vice versa, so

that to perform a coordinate transformation of a static spacetime from polar-areal coordinates to

the maximal-areal system, we only have to transform the radial coordinate.

Considering the scalar field variables, we note that (3.41) results in the following expressions

for the time and radial derivatives of φ:

φ̇(t, r) = −iωφ0(r)e
−iωt, (3.44)

φ′(t, r) = φ′0(r)e
−iωt . (3.45)

From these relations we then have
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Π(t, r) = −iω a
α
φ0(r)e

−iωt ≡ Π0(r)e
−iωt, (3.46)

Φ(t, r) = φ′0(r)e
−iωt ≡ Φ0(r)e

−iωt . (3.47)

We also have

Π∗Φ + ΠΦ∗ = 0 , (3.48)

which means that the momentum constraint (3.15) is satisfied identically.

We now adopt polar-areal coordinates (t, R) (where we use t rather than T in view of the

above observation that polar and maximal slicings are identical for static spacetimes), and use the

above results in the set of equations for the spherically symmetric EKG system that was given

in the previous section. After some manipulation, the Hamiltonian constraint (3.35), the slicing

condition (3.37), and the evolution equation for the scalar field (3.40), become the following system

of coupled ODEs:

a′(R) =
1

2

{

a

R

(

1 − a2
)

+ 4πRa

[

Φ2
0 + ω2 a

2

α2
φ2

0 + a2U(φ2
0)

]}

, (3.49)

α′(R) =
α

2

{

a2 − 1

R
+ 4πR

[

Φ2
0 + ω2 a

2

α2
φ2

0 − a2U(φ2
0)

]}

, (3.50)

φ′0(R) = Φ0, (3.51)

Φ′
0(R) = −

(

1 + a2 − 4πR2a2U(φ2
0)

) Φ0

R
+ a2

[

dU(φ2
0)

dφ2
0

− ω2

α2

]

φ0. (3.52)

Note that a prime now denotes ordinary differentiation and that the equation φ′0 = Φ0 follows from

the definition of Φ0 in (3.47). We will subsequently refer to this set of equations as the polar-areal

ODE system.

We observe that this system contains terms such as a(1 − a2)/R and Φ0/R which, naively at

least, appear to be singular at the origin, R = 0. In order to ensure regularity at the origin, certain

conditions must be imposed on a(R), α(R) and φ0(R). A thorough mathematical treatment of this

subject defines a function (or, more generally, a component of a tensor) to be regular at the origin

if, using Cartesian coordinates, (x, y, z), it has a convergent Taylor series in a neighbourhood of

(x, y, z) = (0, 0, 0); i.e. at R = 0 [156]. For the case at hand (see [156, 157, 158] for additional
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details) this requirement turns out to imply the following limiting forms for a(R), α(R) and φ0(R):

lim
R→0

a(R) = a0 + a2R
2 +O(R4) = 1 + a2R

2 +O(R4) , (3.53)

lim
R→0

α(R) = α0 + α2R
2 +O(R4) , (3.54)

lim
R→0

φ0(R) = φ00 + φ02R
2 +O(R4) . (3.55)

Here, a0, a2, α0, α2, φ00 and φ02 are constants, and the fact that a0 = 1 follows from the demand

that spacetime be locally flat at R = 0. From (3.55) we also have

lim
R→0

Φ0(R) = 2φ02R+O(R3) . (3.56)

Using (3.53)–(3.56) in (3.49)–(3.52), it is straightforward to show that the system of ODEs is

regular at R = 0.

Since (3.49)–(3.52) is a system of 4 ODEs, it would seem that we need 4 boundary conditions to

generate a unique solution. However, there is a twist here which arises from the fact that the ODE

system is actually to be treated as an eigenvalue problem, where ω is the eigenvalue. Specifically,

for any choice of interaction potential U(|φ|2), the solutions of (3.49)–(3.52) form a one-parameter

family, where the central modulus of the scalar field, φ0(0), is a convenient choice for the family

parameter. Since we want the solutions of the ODE system to represent stars, and thus to describe

(essentially) localized distributions of matter, we must have

lim
R→∞

φ0(R) = 0 . (3.57)

For any given choice of φ0(0), and in conjunction with the other boundary conditions that we

will enumerate below, solutions satisfying (3.57) will only exist for a discrete set of values of

ω ≡ ω(φ0(0)) and, further, we will only be interested in the smallest such ω, which will correspond

to the lowest energy boson star for a given φ0(0). In particular the function φ0(R) for that choice of

ω will have no zero-crossings (i.e. it will be “nodeless”): higher energy eigenstates will have 1, 2, . . .

zero-crossings but, again, will be of no concern to us here.

Bearing this in mind, and using (3.53)–(3.56), the following constitute a sufficient set of bound-
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ary conditions for the polar-areal ODE system:

a(0) = 1 , (3.58)

α(0) = α0 , (3.59)

φ0(0) = φ00 , (3.60)

Φ0(0) = 0 . (3.61)

where φ00 is freely specifiable, as is, at least momentarily, α0, but where it is to be understood

that ω = ω(φ0) must be determined so that the asymptotic condition (3.57) is also satisfied.

We now consider the boundary condition (3.59) more closely. We note that the eigenvalue ω

enters in the system (3.49)–(3.52) strictly in the combination ω2/α2. Combined with the fact that,

apart from that term, the slicing equation (3.50) is linear and homogeneous in α, this means that

if we generate a solution of (3.49)–(3.52) subject to the boundary conditions (3.58)–(3.60), then

we can take

ω → k ω , (3.62)

α(R) → k α(R) , (3.63)

where k is an arbitrary positive constant, and still have a solution. Moreover, since the profiles

a(R), φ0(R) and Φ0(R) will be unchanged under the rescaling (3.62)–(3.63), any solutions obtained

via such transformations will correspond to the same boson star. This reflects that fact that when

we adopt a time-slicing condition such as polar slicing or maximal slicing, we can always freely

rescale α(t, r) via α(t, r) → f(t)α(t, r) where f(t) is some arbitrary function of the time coordinate,

and still have a solution of Einstein’s equations. The physical interpretation of this rescaling is

that we have complete freedom as to how we are to assign, or reassign, specific labels to the family

of hypersurfaces, Σt, that foliate the spacetime.

In practice it is a common and sensible choice to perform this labelling so that coordinate time

and proper time coincide for observers located at R = ∞, and who are at rest in the slices. This

means that we want

lim
R→∞

α(R) = 1 . (3.64)
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As was the case in Sec. 2.4.5 we are now confronted with the issue of dealing with a boundary

condition naturally expressed at infinity, which is problematic if our numerical computations can

only extend to finite values of R. Fortunately, in this case there is a simple resolution of this issue

which is based on the uniqueness of the solution of Einstein’s equations in spherically symmetry

when no matter is present. This is known as Birkhoff’s theorem, and the interested reader can

consult Hawking and Ellis [159], for example, for a proof. Here we assert that the solutions of (3.49)–

(3.52)—i.e. the boson star solutions—are characterized by scalar field profiles, φ0(R), which fall

off exponentially after some characteristic radius. Thus, to well within the numerical accuracy to

which we work in this thesis, the spacetime can be considered to be vacuum for R > Rmax, where

Rmax is the limit of integration of the system (3.49)–(3.52).

Therefore, in terms of the static form of the 3+1 element we adopt for polar-areal coordinates:

ds2 = −α(R)2dt2 + a(R)2dR2 +R2dΩ2, (3.65)

Birkhoff’s theorem tells us that for R > Rmax we must be able to identify (3.65) with the familiar

Schwarzschild form:

ds2 = −
(

1 − 2M

R

)

dt2 +

(

1 − 2M

R

)−1

dR2 +R2dΩ2 , (3.66)

where the constant M is the total mass of the spacetime (i.e. M = MADM). Note that since

lim
R→∞

[

1 − 2M

R

]

= 1 , (3.67)

the constant time surfaces defined by (3.66) do satisfy the condition that proper and coordinate

time coincide at infinity. Comparing (3.65) and (3.66) we thus have the following limits for the

metric functions α(R) and a(R):

lim
R→∞

α2(R) =

(

1 − 2M

R

)

, (3.68)

lim
R→∞

a2(R) =

(

1 − 2M

R

)−1

, (3.69)
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which implies that we should choose the rescaling defined by (3.62) and (3.63) so that

α(Rmax) =
1

a(Rmax)
. (3.70)

The correspondence a(R) → (1 − 2M/R)
−1

, suggested by (3.69), also motivates the definition

of a useful diagnostic function, the so-called mass aspect function:

M(R) ≡ R

2

(

1 − 1

a(R)2

)

. (3.71)

It can be shown that M(R) defined in this way does measure the gravitating mass contained within

an R = const. sphere, so for R → ∞ it must limit to the total ADM mass:

lim
R→∞

M(R) = M ≡MADM. (3.72)

To summarize, to determine a specific boson star solution we perform the following steps:

1. We choose a particular value, φ0(0), for the central modulus of the scalar field. This consti-

tutes the specification of the boundary condition (3.60).

2. Using this choice and the additional boundary conditions

a(0) = 1 , (3.73)

α(0) = 1 , (3.74)

Φ0(0) = 0 , (3.75)

we solve the polar-areal ODE system (3.49)–(3.52) on the interval 0 ≤ R ≤ Rmax by de-

termining the eigenvalue ω = ω(φ0(0)) such that φ(Rmax) → 0. Since α(R) and ω will be

rescaled, we choose α(0) = 1 arbitrarily and for convenience.

3. Once the solution has been determined, we rescale α(R) and ω using

ω → k ω , (3.76)

α(R) → k α(R) , (3.77)
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where k is chosen so that (3.70) is satisfied.

The only remaining technical issue to be discussed is how we determine the eigenvalue ω in

step 2 of above procedure. We do this with a straightforward shooting method [160]. This means

that for any specified value of φ0(0), we must first determine an initial bracket [ω−, ω+] satisfying

ω− < ω < ω+. Solutions computed using ω− and ω+ will display distinct behaviours as R → Rmax.

Specifically, we find integration with ω = ω− results in φ0(R) → ∞ as R → Rmax, whereas for

ω = ω+ the integration leads to φ0(R) → −∞. Once the initial bracket has been found, we use

a bisection method [160] to compute increasingly accurate estimates of ω, where after each step

in the bisection, the appropriate end point of the interval, [ω−, ω+], is replaced with the current

estimate (ω− + ω+)/2.

The solution method that we have just described was coded in a FORTRAN subroutine called

bsidpa that takes care of the integration of the polar areal ODE system, the shooting process per

se and the rescaling of the lapse function. The routine is documented in App. A and we note that

we have made the code available to others who might find use for it.

Once we have computed a boson star solution in polar-areal coordinates, we can transform the

solution to maximal-isotropic coordinates, which are compatible with the coordinates we use in

our 3D evolution code. As mentioned above, for static solutions the time coordinates in the two

systems are identical, so the transformation only involves the radial coordinates. As shown in full

detail in App. D of Lai’s PhD thesis [128], this transformation can be made by solving the ODE:

dr

dR
= a

r

R
, (3.78)

subject to the boundary condition:

r|R=Rmax =

[

(

1 +
√
a

2

)2
R

a

]

R=Rmax

. (3.79)

Here r and R are the isotropic and areal radial coordinates, respectively, and a ≡ a(R) is the

metric function that appears in the static, areal form of the 3-dimensional spherically symmetric

line element

(3)ds2 = a2dR2 +R2dΩ2 . (3.80)
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Once R(r) has been determined, the conformal factor ψ(r) is easily computed from

ψ(r) =

√

R

r(R)
, (3.81)

with

ψ(0) =

√

(

dr

dR

∣

∣

∣

∣

R=0

)−1

, (3.82)

as follows from an application of l’Hopital’s rule.

3.5 Boson Stars: Some Basic Properties

Fig. 3.1 shows four separate solutions of the polar-areal ODE system, computed for central scalar

field values φ0(0) = 0.01, 0.03, 0.05 and 0.07, with a potential U(|φ|2) having only a mass term

U(|φ|2) = m2φ2 . (3.83)

Here m is the mass parameter for the field, which, by our choice of units, satisfies m = 1. Each

plotted solution represents a distinct boson star.

We note that as φ0(0) increases, the stars become increasingly compact—meaning that the star’s

size (defined, for example, as the radius, R, at which M(R) given by (3.71) is 99% of MADM)—

decreases as φ0(0) increases. We also observe that the central values of the lapse, α(R), decrease

as φ0 increases, while the R = 0 values of the conformal factor, ψ(R), increase. All of these trends

are indicative of the fact that the gravitational self-interaction of the scalar field strengthens as

φ0 assumes larger values. Further, although it is not immediately apparent from the plots, we

assert that all of these solutions satisfy the appropriate asymptotic boundary conditions, namely

that limR→∞ ψ(R) = limR→∞ α(R) = 1. The figure also shows graphs of the mass aspect function,

M(R), for the stars, from which one can see a convergence ofM(R) →MADM, with the convergence

being more rapid for the stars defined by larger φ0(0). Finally we note that all four of these stars

are dynamically stable against radial perturbations, although, as we will discuss shortly, this is not

the case for all solutions in the one-parameter family.

Fig. 3.2 displays plots of the ADM mass, MADM, as a function of the central scalar field

value φ0(0) (left panel), as well as a function of two estimates of the stellar radius, R99 and
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R95 (right panel). R99 and R95 are defined to be the radii for which M(R) = 0.99MADM and

M(R) = 0.95MADM, respectively: both of these definitions are commonly used in the boson star

literature. We note that M(φ0(0)) has an absolute maximum at φ0(0) = φ⋆0 ≈ 0.08 where it attains

a value Mmax = M (φ⋆0) ≈ 0.633 (again, recall that we work in units in which c = G = m = 1). In

both plots the solid triangles label stars computed with φ0(0) = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06

and 0.07 (left to right along the M(φ0(0)) curve, and right to left along the plots of MADM(R99)

and MADM(R95)).

It is possible to show from perturbation analyses, as well as from evolution of the full equations

of motion [110, 116, 161, 128] that stars satisfying φ0(0) < φ⋆0 are dynamically stable against radial

perturbations, while those defined by φ0(0) ≥ φ⋆0 are dynamically unstable. The sequences of

configurations defined by φ0(0) < φ⋆0 and φ0(0) ≥ φ⋆0 are thus known as the stable and unstable

branches, respectively. Moreover, with reference to the plot of M(φ0(0)) shown in the left panel of

Fig. 3.2, it can be shown that every extremum in the plot corresponds to an additional perturbative

mode becoming unstable. We emphasize that all of the results concerning boson star evolutions

that are reported in this thesis (Chap. 5) used stars from the stable branch.

The existence of a maximum mass for our one-parameter family of boson stars, and the fact

that there is a change of stability at φ0(0) = φ⋆0, is completely analogous to the Chandrasekhar

limits for spherically symmetric white dwarfs and neutron stars [162]. In both of those instances,

above some mass limit there is no stable static configuration and the star is prone to gravitational

collapse (to a neutron star in the case of a white dwarf, and, it is widely believed, to a black hole

in the case of a neutron star). We note, however, that for boson stars there is no degeneracy

pressure, as there is for the fermionic white dwarfs and neutron stars. In the bosonic case, the

effective pressure support that counteracts gravity can be viewed heuristically as coming from the

uncertainty principle if the system is studied semiclassically, or from the dispersive nature of the

Klein-Gordon wave equation when the system is studied classically, as it is in our current work.
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Figure 3.1: Typical Boson Star Solutions. These plots shows the values of φ0(R), ψ(R), α(R)
and M(R) as a function of the areal coordinate, R, for boson stars defined by φ0(0) = 0.01, 0.03,
0.05 and 0.07. As discussed in more detail in the text, all of these configurations are dynamically
stable against radial perturbations. Note that as φ0(0) increases the stars become smaller (more
compact).
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Figure 3.2: This figure shows the ADM mass, MADM, as a function of the central scalar field
value, φ0(0) (left panel), as well as a function of two estimates, R99, and R95, of the stellar
radius (right panel). R99 and R95 are defined to be the radii for which M(R) = 0.99MADM

and M(R) = 0.95MADM, respectively. The MADM(φ0(0)) curve has an absolute maximum at
φ0(0) = φ⋆0 ≈ 0.08 with Mmax = M (φ⋆0) ≈ 0.633. As discussed in the text, the value φ⋆0 (shown as
a dashed line in the plot) signals a change in dynamical stability of the solutions: for φ0(0) < φ⋆0
the stars are stable to radial perturbations, while those with φ0(0) ≥ φ⋆0 are unstable. The solid
triangles label specific models computed with φ0(0) = 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, and 0.07—
these are all on the stable branch. The inset in the left plot highlights the form of MADM(φ0(0))
for 0.01 ≤ φ0(0) ≤ 0.10. Note that for the curves in the right plot, the triangles corresponding to
φ0(0) = 0.01, 0.02, . . .0.07 appear right-to-left along the plots—i.e. as noted in the caption of the
previous figure, as well as in the text, the stellar radius decreases with increasing φ0(0).
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3.6 Boson Stars: Representation in Cartesian Coordinates

In Sec. 3.4 we summarized the procedure we use to compute boson star data in areal coordinates,

as well as the subsequent transformation of the data to isotropic coordinates. As we noted there,

the coordinate transformation is needed to provide initial conditions in a form that is compatible

with our 3D code, which assumes conformal flatness of the 3-metric. In addition, since the code is

3D, and based in Cartesian coordinates, (x, y, z), we must also perform some interpolation of the

field values.

Let us first consider the case where we wish to evolve a single star with some given central field

value, φ0(0). We start by solving the static polar-areal ODE system, which yields the functions

α(RJ ), a(RJ) and φ0(RJ ), as well as the eigenvalue for the solution, ω = ω(φ0(0)). Here RJ ,

J = 1, 2, . . . , NJ are the NJ discrete values of the areal radius at which we choose to compute

(store) the numerical solution of the ODEs. We then determine the coordinate transformation to

isotropic coordinates, rJ = r(RJ ), by solving (3.78) with the boundary conditions (3.79). Once

this is done, values for the conformal factor, ψ(rJ ), are determined from (3.81) and 3.82). Next,

since the time coordinates are identical in the polar-areal and maximal-isotropic systems, the lapse

function transforms as a scalar, and we have α(rJ ) = α(r(RJ )). Finally, the matter field, φ0, is a

scalar, so we also have φ0(rJ ) = φ0(r(RJ )).

Having computed ψ(r), a(r) and α(r), it is a simple matter to interpolate these functions onto

the discrete domain which our 3D code uses to solve the PDEs derived in Chap. 2. Without going

into the full details (these are given in the next chapter), the finite difference grid points have

coordinates (xi, yj, zk) where i = 1, . . . , nx, j = 1, . . . , ny, and k = 1, . . . , nk, so that the grid has

dimensions nx × ny × nz. We choose a point having coordinates (x0, y0, z0) that lies within the

computational domain and at which we will “centre” the star. Then for all i, j and k we define

rijk =
√

(xi − x0)2 + (yj − y0)2 + (zk − z0)2 (3.84)

and then set

α(xi, yj, zk) = α(rijk) , (3.85)

ψ(xi, yj, zk) = ψ(rijk) , (3.86)

φ0(xi, yj, zk) = φ0(rijk) . (3.87)
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Here, the values α(rijk), ψ(rijk) and φ0(rijk) are computed using quadratic Lagrange polynomial

interpolation [160] in the values α(rJ ), ψ(rJ ) and φ0(rJ ), respectively.

Next, using the values φ0(xi, yj, zk), and the scalar ansatz (3.41) evaluated at t = 0, we initialize

the real and imaginary components of the scalar field by

φ1(xi, yj , zk) = φ0(xi, yj, zk) , (3.88)

φ2(xi, yj , zk) = 0 . (3.89)

In addition, the field conjugate momenta can be computed from (2.173), again, by using the

static ansatz (3.41) for the complex scalar field, and the fact that the shift vector components

vanish in the static case. In terms of values defined above, and calculated using interpolation of

the ODE solution, we have

Π1(xi, yj , zk) = ω
ψ(xi, yj , zk)

6

α(xi, yj, zk)
φ0(xi, yj, zk) sin(ωt) , (3.90)

Π2(xi, yj , zk) = −ωψ(xi, yj, zk)
6

α(xi, yj , zk)
φ0(xi, yj , zk) cos(ωt) . (3.91)

Since t = 0, the above expressions further reduce to:

Π1(xi, yj , zk) = 0 , (3.92)

Π2(xi, yj , zk) = −ωψ(xi, yj, zk)
6

α(xi, yj, zk)
φ0(xi, yj , zk) . (3.93)

For the case of a binary system, the above process is performed for both stars, and we then
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superimpose the solutions as follows:

α(xi, yj , zk) = α(1)(xi, yj, zk) + α(2)(xi, yj , zk) − 1 , (3.94)

ψ(xi, y, zk) = ψ(1)(xi, yj , zk) + ψ(2)(xi, yj, zk) − 1 , (3.95)

φ1(xi, yj , zk) = φ
(1)
1 (xi, yj, zk) + φ

(2)
1 (xi, yj , zk) , (3.96)

φ2(xi, yj , zk) = φ
(1)
2 (xi, yj, zk) + φ

(2)
2 (xi, yj , zk) , (3.97)

Π1(xi, yj , zk) = Π
(1)
1 (xi, yj, zk) + Π

(2)
1 (xi, yj , zk) , (3.98)

Π2(xi, yj , zk) = Π
(1)
2 (xi, yj, zk) + Π

(2)
2 (xi, yj , zk) . (3.99)

Here the superscripts (1) and (2) refer to the interpolated solutions for the first and second star,

respectively. In practice, when we set up data for a binary we try to ensure that the two stars do

not overlap significantly. In this case, we can expect that superposition of the individual lapse and

conformal functions, as defined above, provides values of α(xi, yj, zk) and ψ(xi, y, zk) which satisfy

the slicing and Hamiltonian constraint equations to some degree of precision. However, apart from

considerations of the extent that the initial setup does represent two distinct and separated stars,

the issues of whether or not there is substantial overlap of φ
(1)
0 and φ

(2)
0 , and whether or not

superposition of the metric functions approximately holds, are not very important. In particular,

the scalar field variables are, in principle, freely specifiable, so an overlapping configuration provides

initial data that is no less mathematically valid than one in which there is negligible overlap.

Furthermore, once we have fixed the scalar field values at t = 0, we always solve the elliptic

equations PDEs for the metric functions to determine their initial values. Ultimately then, the

values obtained using the superposition formulae (3.94) and (3.95) are only used to provide initial

estimates for the iterative multigrid method that we use for the elliptic system (see Chap. 4).

3.7 Boson Stars: Applying Approximate Lorentz Boosts

The procedure described in the previous section allows us to initialize our 3D dynamical code with

data representing one or two stars that are initially at rest in the (x, y, z) coordinate system. In

order to simulate scenarios such as a binary system in which the stars are in mutual orbit about

one another, or, in general, where there is to be any motion of one or both stars at t = 0, the scalar
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field initial conditions must be adjusted to provide the stars with initial velocities.

In this section we describe how this is accomplished through the use of Lorentz transformations,

applied to both the scalar field and metric variables. We emphasize at this point that the algorithm

that we describe below does not, in general, provide initial conditions (even for a single star) that

correspond to a pure boost. This is a result of an incompatibility between our straightforward

approach to applying the Lorentz transformation and the requirement that our spatial metric be

conformally flat. However, at least at this juncture in our research, we do not consider this to be a

major shortcoming. What is most important is that we be able to produce initial conditions such

that the stars propagate through the solution domain, retaining their overall structure, at least

approximately, as they move. As will be seen in Chap. 5, our current method certainly succeeds in

this respect.

In the calculations that we report in this thesis (again, in Chap. 5), we have restricted attention

to configurations in which one or two boson stars are boosted in the x direction. We therefore

adopt an abbreviated notation which suppresses the functional dependence of the unknowns on y

and z. Thus, for example, φ(t, x) is shorthand for φ(t, x, y, z). We let (t, x) be the coordinates in

the “lab” frame (i.e. the coordinate system in which we ultimately solve the PDEs), and denote

the coordinates of the rest frame of any boosted star by (t′, x′).

We now focus attention on the case of a single boson star. Then if the star is boosted with

speed v > 0 in the positive x direction, and keeping in mind that we have adopted units in which

the speed of light, c, is unity, the Lorentz transformation is

x = γ(x′ + vt′) , (3.100)

t = γ(t′ + vx′) , (3.101)

where γ is the usual Lorentz factor defined by γ ≡ (1−v2)−1/2. The inverse Lorentz transformation

is:

x′ = γ(x− vt) , (3.102)

t′ = γ(t− vx) . (3.103)
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Now, from the static ansatz (3.41) we have the following equations for the real and imaginary

components of the scalar field, φ1 and φ2, respectively:

φ′1(t
′, x′) = φ0(x

′) cos (ωt′), (3.104)

φ′2(t
′, x′) = −φ0(x

′) sin (ωt′). (3.105)

The time derivatives of these quantities, which we denote by Π̄′
1(t

′, x′) and Π̄′
2(t

′, x′), respectively,

are then given by

Π̄′
1(t

′, x′) ≡ ∂φ′1(t
′, x′)

∂t′
= −ωφ0(x

′) sin (ωt′), (3.106)

Π̄′
2(t

′, x′) ≡ ∂φ′2(t
′, x′)

∂t′
= −ωφ0(x

′) cos (ωt′). (3.107)

As a scalar field is invariant under any coordinate transformation, the values of φ1 and φ2 are

determined by

φ1(t, x) ≡ φ′1(t
′, x′) = φ0 (γ(x− vt)) cos [ωγ(t− vx)], (3.108)

φ2(t, x) ≡ φ′2(t
′, x′) = −φ0 (γ(x− vt)) sin [ωγ(t− vx)], (3.109)

where we have used the inverse Lorentz transformations given by (3.102) and (3.103). At the initial

time, t = 0, we thus have

φ1(0, x) = φ0(γx) cos (ωγvx), (3.110)

φ2(0, x) = φ0(γx) sin (ωγvx). (3.111)

We remind the reader that we are suppressing the y and z dependence of the unknowns, so that

φ0(γx) ≡ φ0(γx, y, z). This value can be computed from the ODE solution, φ0(r(RJ )), via in-

terpolation to rγx ≡
√

γ2(x− x0)2 + (y − y0)2 + (z − z0)2, where (x0, y0, z0) are the lab frame

coordinates of the point at which the star is centred.
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The time derivatives, Π̄′
1 and Π̄′

2, are also scalar fields and thus invariant under coordinate

transformations as well. However, in order to write down expressions for them in the lab frame,

we need to go through the Lorentz transformation in more detail. We first note that the chain rule

can be used to express the time derivatives in the star frame’s in terms of derivatives in the lab

frame:

Π̄1(t, x) ≡ Π̄′
1(t

′, x′) =
∂φ′1
∂t′

(t′, x′) =
∂φ1

∂t′
(t, x) =

∂φ1

∂x
(t, x)

∂x

∂t′
+
∂φ1

∂t
(t, x)

∂t

∂t′
, (3.112)

Π̄2(t, x) ≡ Π̄′
2(t

′, x′) =
∂φ′2
∂t′

(t′, x′) =
∂φ2

∂t′
(t, x) =

∂φ2

∂x
(t, x)

∂x

∂t′
+
∂φ2

∂t
(t, x)

∂t

∂t′
. (3.113)

The spatial derivatives appearing in the above expressions above can be calculated using equa-

tions (3.108) and (3.109):

∂φ1

∂x
(t, x) =

∂φ0

∂x
(γ(x− vt)) cos [ωγ(t− vx)]

+ωγvφ0(γ(x− vt)) sin [ωγ(t− vx)] , (3.114)

∂φ2

∂x
(t, x) = −∂φ0

∂x
(γ(x− vt)) sin [ωγ(t− vx)]

+ωγvφ0(γ(x− vt)) cos [ωγ(t− vx)] . (3.115)

Additionally, we have

∂φ0

∂t
(γ(x − vt)) =

∂φ0

∂x′
(x′)

∂x′

∂t
= −γv ∂φ0

∂x′
(x′)

∣

∣

∣

∣

x′=γ(x−vt)

, (3.116)

so that

∂φ1

∂t
(t, x) =

∂φ0

∂t
(γ(x− vt)) cos [ωγ(t− vx)] − ωγφ0(γ(x− vt)) sin [ωγ(t− vx)]

= −γv ∂φ0

∂x′
(x′)

∣

∣

∣

∣

x′=γ(x−vt)

cos [ωγ(t− vx)]

−ωγφ0(γ(x− vt)) sin [ωγ(t− vx)] , (3.117)
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and

∂φ2

∂t
(t, x) = −∂φ0

∂t
(γ(x− vt)) sin [ωγ(t− vx)] − ωγφ0(γ(x− vt)) cos [ωγ(t− vx)]

= γv
∂φ0

∂x′
(x′)

∣

∣

∣

∣

x′=γ(x−vt)

sin [ωγ(t− vx)]

−ωγφ0(γ(x− vt)) cos [ωγ(t− vx)] . (3.118)

Using (3.114), (3.115), (3.117) and (3.118) in (3.112) and (3.113) yields

Π̄1(t, x) = γv

[

∂φ0

∂x
(γ(x− vt)) − γ

∂φ0

∂x′
(x′)

]

cos [ωγ(t− vx)]

−ωφ0(γ(x− vt)) sin [ωγ(t− vx)], (3.119)

Π̄2(t, x) = γv

[

γ
∂φ0

∂x′
(x′) − ∂φ0

∂x
(γ(x− vt))

]

sin [ωγ(t− vx)]

−ωφ0(γ(x− vt)) cos [ωγ(t− vx)], (3.120)

where the derivatives with respect to x′ are to be evaluated at x′ = γ(x−vt). At t = 0, the solution

in the lab frame is then

Π̄1(0, x) = γv

[

∂φ0

∂x
(γx) − γ

∂φ0

∂x′
(x′)

∣

∣

∣

∣

x′=γx

]

cos(ωγvx) + ωφ0(γx) sin(ωγvx), (3.121)

Π̄2(0, x) = γv

[

∂φ0

∂x
(γx) − γ

∂φ0

∂x′
(x′)

∣

∣

∣

∣

x′=γx

]

sin(ωγvx) − ωφ0(γx) cos(ωγvx) . (3.122)

In order to completely determine the initial data—if only to provide good initial estimates for

the elliptic solver at t = 0—we also need to consider the effect of the Lorentz boost on the metric

components in the lab frame. In the rest frame of the star we have

g′µν(t
′, x′) =



















−α′2(t′, x′) 0 0 0

0 ψ′4(t′, x′) 0 0

0 0 ψ′4(t′, x′) 0

0 0 0 ψ′4(t′, x′)



















. (3.123)

We now adopt another notation, in which we use a tilde on lab-frame metric components that

have had Lorentz transformations applied to them. This distingushes them from the actual lab-

frame metric variables that appear in the our CFA model, in view of our above observation that
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the simple-minded boost procedure we use is incompatible with conformal flatness. The metric

components in the lab frame are then given by

g̃λδ(t, x) =
∂x′µ

∂xλ
∂x′ν

∂xδ
g′µν(t

′, x′) , (3.124)

where, from the general 3 + 1 form we also have

g̃λδ(t, x) =







−α̃2(t, x) + γ̃ij β̃iβ̃j β̃k(t, x)

β̃l(t, x) γ̃lk(t, x)






. (3.125)

The Lorentz boost is given by

Λµλ =
∂x′µ

∂xλ
=



















γ −γv 0 0

−γv γ 0 0

0 0 1 0

0 0 0 1



















. (3.126)

Thus, for example, the g̃0x component of the lab frame metric is given by

g̃0x ≡ β̃x(t, x) = Λµ0 Λνx g
′
µν =

(

Λ0
0 g

′
0ν + Λx0 g

′
xν

)

Λνx , (3.127)

which yields

β̃x(t, x) = γ2v
[

α′2(t′, x′) − ψ′4(t′, x′)
]

. (3.128)

Similarly, it is possible to show that the spatial metric in the lab frame is related to the metric in

the star’s rest frame by:

γ̃ij =













γ2
[

ψ′4(t′, x′) − v2α′2(t′, x′)
]

0 0

0 ψ′4(t′, x′) 0

0 0 ψ′4(t′, x′)













, (3.129)

As promised, this lab frame 3-metric is not conformally flat. However, as the tilde notation em-

phasises, it is also not the spatial metric with which the 3D code is eventually initialized, and we

emphasize that there is no inconsistency being introduced by the current method for determining

initial data. In this regard, the metric (3.129) is perhaps best viewed as an intermediary which aids
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in the computation of other quantities (such as the scalar field momenta, Π1 and Π2) to produce

data approximately describing a boosted star. A similar comment applies to the other lab frame

geometric quantities—namely the lapse, α̃, and the non-vanishing shift component β̃x—that are

defined in this stage of the algorithm. They too should be viewed as “provisional” values that

are used primarily to set the scalar field quantities at t = 0 so that something close to a boosted

boson star results. On the other hand, the true initial values for the geometric quantities are al-

ways determined—once the scalar field variables are given—by solving the governing set of elliptic

PDEs (2.181)–(2.185), in which the scalar field quantities play the role of sources.

Keeping this in mind then, we continue by using (3.129) and (3.128) to find

β̃x(t, x) =
v

[

α′2(t′, x′) − ψ′4(t′, x′)
]

[ψ′4(t′, x′) − v2α′2(t′, x′)]
. (3.130)

However, since the metric components in the star frame are all time independent, the above equation

becomes

β̃x(t, x) =
v

[

α′2(x′) − ψ′4(x′)
]

[ψ′4(x′) − v2α′2(x′)]
, (3.131)

and restricting to the initial time t = 0, we have

β̃x(0, x) =
v

[

α′2(γx) − ψ′4(γx)
]

[ψ′4(γx) − v2α′2(γx)]
. (3.132)

Using a derivation analogous to that just used to determine β̃x(0, x), we can show that the

initial values of the lapse in the lab frame are given by

α̃(0, x) =
α′(γx)ψ′2(γx)

γ
√

ψ′4(γx) − v2α′2(γx)
, (3.133)

while the conformal factor is simply

ψ̃(0, x) = ψ′(γx) . (3.134)

Finally, using (3.110), (3.111), (3.121), (3.122), (3.132), (3.133) and (3.134), the initial values

for the scalar field conjugate momenta are given by
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Π1(0, x) =
ψ̃6(0, x)

α̃2(0, x)

[

Π̄1(0, x) − β̃x(0, x)
∂φ1

∂x
(0, x)

]

, (3.135)

Π2(0, x) =
ψ̃6(0, x)

α̃2(0, x)

[

Π̄2(0, x) − β̃x(0, x)
∂φ2

∂x
(0, x)

]

. (3.136)

To summarize, equations (3.110), (3.111), (3.135) and (3.136) provide initial values for the

scalar field components and their conjugate momenta in the lab reference frame. On the other

hand, equations (3.132), (3.133) and (3.134) are used to provide initial estimates for the values of

βx, α and ψ that are ultimately computed by solving the elliptic equations at t = 0. However,

they are also used to construct the t = 0 values of the scalar field conjugate momenta as given by

equations (3.135) and (3.136).

As was the case in the previous section, for configurations involving two stars, the above calcu-

lations are performed for each star individually. We then set values for the fields using the following

superposition formulae:

φ1(0, x) = φ
(1)
1 (0, x) + φ

(2)
1 (0, x), (3.137)

φ2(0, x) = φ
(1)
2 (0, x) + φ

(2)
2 (0, x), (3.138)

Π1(0, x) = Π
(1)
1 (0, x) + Π

(2)
1 (0, x), (3.139)

Π2(0, x) = Π
(1)
2 (0, x) + Π

(2)
2 (0, x), (3.140)

β̃x(0, x) = β̃x (1)(0, x) + β̃x (2)(0, x), (3.141)

α̃(0, x) = α̃(1)(0, x) + α̃(2)(0, x) − 1, (3.142)

ψ̃(0, x) = ψ̃(1)(0, x) + ψ̃(2)(0, x) − 1 . (3.143)

Here the superscripts (1) and (2) again refer to the solutions computed for the two individual stars.

For the scalar field variables, φ1, φ2, Π1 and Π2, (3.137)–(3.140) are used to set the actual initial

values. Again, however, (3.141)–(3.143) are used only to provide initial estimates for the multigrid

elliptic solver which computes the actual t = 0 values of βx, α and ψ.

We end this section by noting that it is probably possible to refine the algorithm described

here—by iterating the steps of computing the conjugate momenta using expressions such as (3.135)
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and (3.136), and of solving the elliptic equations for the metric variables—in order to determine

initial data that more closely approximates a purely boosted boson star. This however, is another

matter that will require further investigation: as stated earlier, for the purposes of the computations

described in Chap. 5, the procedure detailed here appears adequate.
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Chapter 4

Numerical Techniques

This chapter discusses the key numerical techniques that were used to find approximate solutions of

the partial differential equations (PDEs) that comprise our model. Furthermore, the methods that

were employed to assess the basic correctness of the numerical implementation and the accuracy

of the generated solutions are presented. Although some issues are covered here in more detail

than others, for completeness we have tried to describe all of the main numerical approaches and

algorithms that factored into the construction of our code. In this regard, however, we note that

we have relegated some of the more basic and well-known concepts and techniques to Appendices

B and D. Portions of this chapter closely follow the presentation in [163] and the interested reader

is referred to those notes (as well as references contained therein) for examples, as well as more

detailed discussions of some of the approaches we have used. In addition, for the uninitiated, the

venerable text due to Burden and Faires [160] provides an excellent general introduction to the

field of numerical analysis.

A crucial step in the construction of numerical solutions of PDEs is the choice of an appropriate

discretization approach. The one adopted here is finite difference approximation (FDA), and, fun-

damentally, involves replacement of the differential operators appearing in the PDEs with suitable

finite difference operators. While the differential operators are applied to functions defined on a

particular subdomain, Ω, of the continuum—which in our case is R×R
3—in practice, the discrete

operators are applied to functions defined on a discrete set of points, Ωh, often referred to as a

grid, or mesh. 23 Sec. 4.1 introduces the main concepts we use in the finite difference discretization

of our PDEs. Based on the FDA concepts and assumptions discussed in Sec. 4.1, Sec. 4.2 then

continues with a description of the analysis tools that were used to evaluate the fidelity of out

numerical solutions, as presented in detail in Chap. 5.

As discussed previously, our model consists of a coupled system of 4 hyperbolic (first order in

time) and 5 elliptic (second order in space) PDEs. Since the equations belong to two different

23We note, however, that it can be useful to view the discrete operators as acting on functions defined on the
continuum, particularly when considering error analysis of the type discussed, for example, in 4.2.2.
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classes, it is natural to expect that different techniques will be needed to efficiently obtain the full

numerical solutions. In brief, we treat the hyperbolic equations using a second order (in the mesh

spacing, h) Crank-Nicholson approximation that is solved iteratively, while the elliptic equations,

also discretized to O(h2), are solved using a multigrid technique. Here we note that, as illustrated

by the pseudo-code of the overall flow of our code in Fig. 5.1 (Sec. 5.1), at each stage of the Crank-

Nicholson iteration that performs the basic time-step-advance of the hyperbolics, we re-solve the

elliptics. A review of basic relaxation techniques, including the point-wise Newton-Gauss-Seidel

method used in the Crank-Nicholson iteration is given App. D, while the multigrid method is

discussed in some detail in Sec. 4.3.

4.1 Discretization of Partial Differential Equations: Finite

Difference Approximation

Two fundamental assumptions underlying a successful finite difference approximation (FDA) of a

set of PDEs are:

1. Given suitable boundary and/or initial conditions, there is a unique solution of the system

of PDEs to be discretized.

2. This unique solution is smooth.

As argued in Chap. 2, any solution of the coupled hyperbolic-elliptic system of equations constitut-

ing the initial-boundary value problem to be solved in this thesis is expected to be smooth provided

the prescribed initial data is smooth. Also, although no general proof exists, there is no reason a

priori to expect solutions of our system (again given appropriate initial and boundary conditions)

not to be unique. Therefore the choice of finite difference approximation as the discretization

approach becomes a natural one for the problem at hand.

The first step in the discretization of PDEs using finite differencing involves the definition of a

grid (or mesh) over the solution domain Ω ⊂ R
n. (We note that for the time being we will restrict

our attention to discretization of the spatial domain, so that Ω is a spatial volume: we will return

to the issue of temporal discretization below.) Loosely speaking, the grid is defined as a discrete

set of points from the continuum domain that satisfy some criteria. These criteria can be as diverse

as the physical problems that are governed by systems of PDEs. In general, though, the choice of
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grid points is governed by the geometry of the domain, (and hence the geometries of the domain

boundaries), as well as the coordinate system in which the PDEs are expressed. For domains with

very complex structure, for example, it is common to use so-called unstructured grids that adapt

themselves to the geometry. Grids used for simulations of car crashes or airplane aerodynamics

are frequently of this kind. Considering another example, a physical problem with approximate

spherical symmetry will often be formulated in a coordinate system adapted to the symmetry, and

it will therefore be natural to use a curvilinear grid which reflects that symmetry. For the case

of the differential equations defining our model, the coordinate system in which the equations are

written is the familiar Cartesian (or rectangular) one. Thus it is only logical that the grid adopted

in the discretization also be Cartesian. In addition, the simplicity of our solution domain, combined

with the fact that the objects that we will be studying will 1) tend to have comparable extents in

each of the three coordinate directions, and 2) tend to move through the computational domain,

suggests the use of the simplest grid possible: a uniform Cartesian grid. For our 3D spatial domain

Ω ⊂ R
3 this consists of an ordered set of points (xi, yj , zk) ≡ Ωh ⊂ Ω such that the separation

between adjacent points in any of the coordinate directions is some constant, h, known as the grid

(or mesh) spacing, or discretization scale. Specifically we have

xi+1 − xi = h, yj+1 − yj = h, zk+1 − zk = h . (4.1)

For any FDA the various grid spacings that may appear in the definition of the mesh are the

fundamental control parameters for the approximation: in particular one hopes to recover the

continuum solution in the limit that all of the grid spacings tend to 0. We emphasize that in

this thesis we will exclusively use discretizations (including that of the time variable) that are

characterized by the single discretization scale, h.

The specific grid points comprising our uniform Cartesian mesh are readily defined from the

coordinate ranges of the continuum domain. Thus, for

xmin ≤ x ≤ xmax, (4.2)

ymin ≤ y ≤ ymax, (4.3)

zmin ≤ z ≤ zmax, (4.4)
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the grid points are

xi = xmin + (i− 1)h, i = 1 . . . nx, (4.5)

yj = ymin + (j − 1)h, j = 1 . . . ny, (4.6)

zk = zmin + (k − 1)h, k = 1 . . . nz, (4.7)

such that

x1 = xmin and xnx
= xmax, (4.8)

y1 = ymin and yny
= ymax, (4.9)

z1 = zmin and znz
= zmax. (4.10)

There are therefore Ng = nx × ny × nz points in the mesh, and we further note that there is an

implicit assumption that each of the ranges xmax − xmin, ymax − ymin and zmax − zmin is evenly

divisible by h.

Once the grid Ωh has been defined, we can introduce grid functions uh : Ωh → R on it. For the

3D Cartesian grid defined above, the grid function uh is simply equivalent to the Ng values uijk

defined on the grid points (xi, yj , zk)—i.e. uijk denotes a discrete approximation to the continuum

value u(xi, yj , zk). We also observe that the way that we have defined our discrete unknowns

is often called a vertex centred approach, since the unknowns are defined at the grid points per

se, instead of, for example, at the centre of a cubic cell composed of 8 neighbouring grid points.

Discretizations based on this latter approach, and which have frequently been used in numerical

relativity—especially in studies involving sets of conservation laws such as hydrodynamics—are

known as cell centred. Finally, Fig. 4.1 illustrates a sample 3D rectangular grid of the type used

throughout this thesis.

As already mentioned in the introductory section of this chapter, the derivative operators ap-

pearing in the system of PDEs governing our model are approximated by finite difference operators.

It is conventional to characterize any such operator by its difference stencil or difference star. This

involves specification of the set of neighbouring grid points that appear in the definition of the

difference operator. For example, if a real function of one variable, u(x), is restricted to its values,

ui, defined on a uniform 1D grid, Ωh = {xi |xi+1 − xi = h}, then the second derivative of u at
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Boundary grid points

Interior grid points

(xmax, ymax, zmax)

hz
z = 0

hy

hx

(xmin, ymin, zmin)

Figure 4.1: Illustration of sample 3D finite difference grid of the type used throughout this thesis.
The figure shows a 3D Cartesian grid drawn in perspective. This particular grid is composed of
5 × 5 × 5 grid points covering the domain xmin ≤ x ≤ xmax, ymin ≤ y ≤ ymax, zmin ≤ z ≤ zmax.
The solid circles represent interior grid points, while the hollow squares denote boundary grid
points. For clarity, the grid spacing in the z direction is drawn out of scale, and we emphasize that
throughout this manuscript we take hx = hy = hz ≡ h.
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x = xi can be approximated with the following combination of grid function values:

d2

dx2
u(x) ≈ ui−1 − 2ui + ui+1

h2
. (4.11)

The stencil of this finite difference operator (see Fig. 4.2) has an overall multiplicative factor,

1/h2, and is weighted by the ordered set of integers (1,−2, 1) corresponding to the coefficients that

multiply the grid function values in the numerator of the approximation. In general, the particular

grid function values, as well as the corresponding weights, that go into the definition of any finite

difference operator depend on both the order of the differential operator being approximated and

the level of accuracy (as a function of the mesh spacing) desired in the approximation. App. B

tabulates all the FDAs used in the discretization of our model equations. In addition, App. C

describes a set of Maple procedures we have written with an aim to automate 1) the derivation

of finite difference operators of any order and 2) the subsequent discretization of PDEs, of any

differential order, using these operators. The appendix includes several examples that illustrate

the usage of these procedures.

We now turn our attention to some additional basic concepts which are very useful in the

analysis of FDAs.

xi+1xixi−1

tn

Figure 4.2: Illustration of stencil for a finite difference approximation of the second spatial
derivative operator.

4.1.1 Basic Concepts Related to FDAs

Consider a system of partial differential equations described abstractly by

Lu− f = 0, (4.12)

where, in the most general case, L is a set of m differential operators acting on a vector, u, of m

unknown dependent functions: u = (u1, . . . , um). Each of the ui is a function of the n independent

variables (including time, as appropriate); that is, ui = ui(x1, . . . , xn) for i = 1 . . .m. Similarly, f
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is a vector of m prescribed functions—often known as sources—with fi = fi(x1, . . . , xn) in general.

For the remainder of this section, and strictly for the sake of presentation, we will specialize to

the case m = 1 (i.e. for a single unknown function), while emphasizing that all of the discussion is

equally valid for the general-m case.

We can write any finite difference approximation of (4.12) as

Lhuh − fh = 0, (4.13)

where the operator Lh is an FDA of the differential operator, L, uh is the discrete solution and fh

are the values of the source function f restricted to the grid points. The superscript h notation

emphasizes that h is the fundamental control parameter of the discretization, and we observe

that (4.13) will in general constitute a set of algebraic equations—possibly nonlinear—for the

discrete unknowns, uh.

In order to quantify how much the discrete solution, uh, deviates from the continuum solution,

u, for any specific value of h, it is natural to define the solution error, eh, as

eh ≡ uh − u. (4.14)

Clearly, in most cases of interest, the solution error will depend on the (finite) value of h. Thus,

a key element in the analysis of finite difference approximation schemes is the investigation of the

relation between eh and h as h→ 0. Does the discrete solution approach the continuum one? If so,

at what rate? Roughly speaking, numerical analysts judge the quality of the FDA by how fast the

error goes to zero as a function of h. This motivates the introduction of the concept of convergence

of the approximate solution. The approximation is said to converge if and only if

lim
h→0

uh = u , (4.15)

or, equivalently,

lim
h→0

eh = 0 . (4.16)

The order of convergence (not to be confused with the differential order of the system being
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approximated) measures the rate at which the error converges to zero. If

lim
h→0

eh = O(hp) , (4.17)

then the discrete solution is said to converge to the continuum one with order p, or to be p-th order

accurate. For example, if p = 1, the solution is said to converge linearly (first-order accurate),

while if p = 2, the solution converges quadratically (second-order accurate).

In principle, the discrete solution, uh, of the algebraic system of equations (4.13) can be calcu-

lated exactly (assuming that a solution exists). In the context of numerical computation, “exact”

typically means “as accurate as the particular representation of floating-point numbers being used

allows”; this is often referred to as “at the level of machine precision”. Let us momentarily restrict

our attention to the case that the system (4.13) is linear in the unknowns uh. Then, again in

principle (and ignoring issues concerning the conditioning of the linear system), we could employ

standard numerical linear algebra software that implements some variant of Gaussian elimination to

directly compute uh to machine precision. Moreover, for the case that (4.13) is nonlinear in the uh,

we could employ a so-called global Newton iteration: at each stage this would require the solution

of a linear system, which again could be achieved via Gaussian elimination. However, especially

for the algebraic systems that result from the finite difference discretization of time-independent

PDEs with dependence on multiple spatial variables (e.g. 2D and 3D systems), the “exact” calcu-

lation of uh in this manner is often prohibitively expensive computationally. In particular, for such

problems, the amount of computational work that must be expended to compute the solution per

unknown tends to increase as the mesh is refined. The reason for this increase in work per unknown

as h → 0 can be traced to the phenomenon of fill in that occurs during the Gaussian elimination

procedure, which is typically based on the so called LU decomposition, wherein a matrix, A is

factored as A = LU, where L and U are, respectively, upper- and lower-triangular matrices. Even

with special orderings of the unknowns (such as that provided by nested dissection [164]), the

matrices that result from finite difference discretization of elliptic operators in 2- and 3-D—though

sparse—have bandwidths that increase as h → 0. This leads to an increasing density of non-zero

elements appearing in L and U, which in turn results in the increasing cost per unknown as the

mesh is refined.

Given this situation, it often turns out to be more computationally efficient to calculate an
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approximate solution of the linear system arising from an FDA of an elliptic equation (or a lin-

earization thereof) through an iterative method. In this case, an “exact” solution is only obtained

in the limit of an infinite number of iterations (assuming the iteration converges), but in practice

the iteration can be terminated when some convergence criterion is achieved. We note that iter-

ative techniques form the basis of the multigrid method that we use to solve the elliptic PDEs in

our model, and which we discuss in Sec. 4.3. Additionally, they are also used directly to solve our

time-implicit (Crank-Nicholson) discretization of the hyperbolic equations, as is described in more

detail in Sec. 4.1.3.

As the name suggests, an iterative method involves the computation of a sequence of approxi-

mations of the solution unknown, uh, and we will generically denote any of these approximations

as ũh. It should be noted that implicit in the use of an iterative technique is the fact that ũh must

be initialized in some fashion.

Given any iterate, ũh, an important quantity is the residual, rh, associated with ũh, and defined

by

rh ≡ Lhũh − fh. (4.18)

Thus, the residual quantifies the amount by which ũh fails to satisfy the FDA (4.13), and the

solution of (4.13) by an iterative process is then equivalent to driving the residual to 0.

One last quantity that is very useful in the analysis of FDAs is the truncation error, defined by

τh ≡ Lhu− fh, (4.19)

where we note that u is the continuum solution of the differential system (4.12). Note that from

Eq. (4.12) we have fh = Lu, where the right hand side of this last expression is understood to be

evaluated on the discrete mesh. We can thus rewrite (4.19) as

(Lh − L)u = τh, (4.20)

and from this form we see that the truncation error directly measures the deviation between the

actions of the finite difference and continuum operators on the continuum solution.

A finite difference approximation is said to be consistent (with the underlying PDE) if and only
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if the truncation error goes to zero as h tends to zero:

lim
h→0

τh = 0 . (4.21)

Clearly, consistency is a necessary condition for convergence of the FDA. Finally, the FDA is said

to be p-th order accurate if:

lim
h→0

τh = O(hp), (4.22)

and where p is strictly positive integer.

4.1.2 Richardson Expansions

We note that for any given FDA, Lh, of some differential operator, L, the functional form of the

truncation error, τh, can be explicitly computed, typically using Taylor series expansion. On the

other hand, it is not immediately clear what, if anything, we can say about the functional form of

the actual solution error, eh = uh − u. However, this was, in fact, addressed almost a century ago

in a landmark paper by L. F. Richardson [165]. Richardson posited (stated without proof) that

provided a finite difference scheme was O(h2) and centred, so that the truncation error, τh, had

the form

τh = h2τ2(t, x, y, z) + h4τ4(t, x, y, z) + h6τ6(t, x, y, z) + . . . (4.23)

then the solution error, eh, would have a similar expansion

eh = h2e2(t, x, y, z) + h4e4(t, x, y, z) + h6e6(t, x, y, z) + . . . (4.24)

Here, a key observation is that the functions e2, e4, e6, . . . appearing in the expansion of the solution

error have no h-dependence. This seemingly innocuous observation has far-reaching consequences

for the analysis of the error in finite difference calculations, and we will refer to an asymptotic (h→

0) expansion of the form (4.24) as a Richardson expansion. Note that one immediate consequence

of (4.24)—if it is indeed true for the particular second-order, centred FDA under consideration—is

that an O(h2) truncation error implies an O(h2) solution error.

In addition, we can postulate the existence of Richardson expansions in schemes where non-

centred difference approximations are employed: in this case, the expansion will include terms

proportional to hp, where p can be both even and odd. Similarly in situations where the approx-
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imation is O(hp) accurate for p > 2 the expansion will begin with a term hp ep(t, x, y, z), and

will contain terms that have strictly even powers of h, or even and odd powers of the mesh scale,

depending on the type of finite differences used.

In all cases, should a Richardson expansion exist, we can argue that consistency leads to con-

vergence:

lim
h→0

τh = O(hp) ⇒ lim
h→0

eh = O(hp) . (4.25)

In general it is not feasible to prove the existence of a Richardson expansion for a given FDA of a

set of PDEs: such a proof will be at least as difficult as proving global existence and uniqueness

of the PDEs themselves. However, in simple cases where both the PDE and the discretization are

amenable to closed form analysis it may be possible to provide a proof—see page 111 of reference

[166] for an example. Most importantly for us, in practice one can always establish the existence of

the expansion (non-rigourously) by construction, i.e. through examination of the h-dependence of

the numerical solutions themselves. In particular, if the discrete solution converges at the expected

rate as h → 0, then one can usually be quite certain that a Richardson expansion exists. We will

return to this point in Sec. 4.2.1.

4.1.3 The Crank-Nicholson Discretization Scheme

To conclude this section we consider a specific type of FDA that can be applied to time dependent

PDEs, and which was used in the finite-differencing of the hyperbolic equations appearing in our

model. We illustrate the technique using a very simple PDE, namely the one dimensional advection

equation. However, as discussed at the end of this sub-section, the method can be generalized to

virtually any system of PDEs that are first-order in time.

The 1D dimensional advection equation is perhaps the simplest example of a hyperbolic PDE.

Posing it as an initial-boundary-value problem on a finite domain we have:

∂u(t, x)

∂t
=

∂u(t, x)

∂x
− xmin < x < xmax , t ≥ 0, (4.26)

u(0, x) = u0(x), (4.27)

u(t, xmax) = 0. (4.28)

where the last condition can be interpreted as meaning that no disturbances are entering the domain
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from the right. Note that there is no boundary condition at x = xmin, since the only characteristics

in the problem are given by t = −x + const, so that at x = xmin, the single characteristic field is

strictly outgoing. (Since it is largely irrelevant to the current discussion, and to keep the following

presentation straightforward, we will not stipulate any details concerning the update of the grid

function value at x = xmin.)

One rule-of-thumb that is often used when constructing FDAs is to try to keep the stencils

as centred as possible (i.e. the geometric structure of the stencil is to be kept symmetric about

the grid point at which the approximation is applied). Use of centred schemes typically results in

several benefits, including:

1. For given accuracy (e.g. O(h2)), a minimization of the number of unknowns appearing in the

stencil.

2. Conversely, for a given number of unknowns in the stencil, a maximization of the accuracy

of the scheme (e.g. O(h2) vs O(h)).

3. Symmetry of the matrices, Lh, that operate on the grid function, uh, and that result from

the discretization (or a linearization of the FDA).

Concerning the last point, the properties of symmetric matrices are well known, and can often be

used to prove existence and uniqueness of solutions of the discrete equations. In addition, stability

theorems that establish convergence of iterative techniques for solving the linear systems resulting

from finite-difference approximation are generally easier to establish for the case of symmetric

matrices. Here and throughout this thesis, then, we use centred difference approximations (in time

as well as in space) whenever possible.

Returning to the advection equation, we introduce a discrete domain (tn, xi) as follows:

tn ≡ n∆t, n = 0, 1, 2, . . . (4.29)

xi ≡ xmin + (i− 1)h, i = 1, 2, . . . nx, (4.30)

uni ≡ uh(tn, xi), (4.31)

∆x ≡ h =
(xmax − xmin)

(nx − 1)
, (4.32)

∆t = λh, (4.33)
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where λ is known as the Courant factor. Here, and throughout the thesis, we will assume that for

any specific sequence of calculations in which the mesh resolution is changed, λ is held fixed. This

means that the overall difference scheme will always be characterized by the single mesh spacing,

h.

The Crank-Nicholson discretization scheme is a two-level (i.e. involves unknowns at two discrete

instants of time, tn and tn+1), O(h2) method, which, as shown in Fig. 4.3, is centred in both space

and time about the fictitious grid point, (tn+1/2, xi). One obvious advantage of this method is

that it uses only two time levels. Related to this is the fact that among schemes which are

O(h2) accurate in time, the actual magnitudes of the temporal contributions to the truncation

and solution errors tend to be minimized. Finally, another appealing feature of Crank-Nicholson

discretization is that it tends to minimize the appearance of instabilities that frequently arise in

the finite difference approximation of hyperbolic equations. As applied to the advection equation,

tn+1

tn

xi+1xixi−1

Figure 4.3: Crank-Nicholson Stencil. The fictitious grid point, (tn+1/2, xi), about which the
scheme is centred, is marked with the × symbol.

and using the standard O(h2) approximation of the first spatial derivative, the Crank-Nicholson

scheme is

un+1
i − uni

∆t
= µt

(

uni+1 − uni−1

2∆x

)

, 2 ≤ i ≤ nx − 1 . (4.34)

Here µt is an O(∆t2) (O(h2)) time-averaging operator. Its action on any grid function is defined

by

µtu
n
i =

1

2

(

un+1
i + uni

)

. (4.35)

Inserting the above definition into (4.34) yields the following explicit expression for the Crank-

Nicholson scheme as applied to the advection equation:

un+1
i − uni

∆t
=

1

2

[

un+1
i+1 − un+1

i−1

2∆x
+
uni+1 − uni−1

2∆x

]

, 2 ≤ i ≤ nx − 1 . (4.36)
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These last equations can be rewritten as

−λ
4
un+1
i+1 + un+1

i +
λ

4
un+1
i−1 = uni +

λ

4

(

uni+1 − uni−1

)

, 2 ≤ i ≤ nx − 1 . (4.37)

The above equations, supplemented with the boundary condition un+1
nx

= 0 (that follows from (4.28)),

and some auxiliary condition of the form un+1
1 = U(un+1

i , i = 2 . . . nx; u
n
i , i = 1 . . . nx), consti-

tute a linear system for the unknowns un+1
i , i = 1, 2, . . . , nx (provided that U is linear in un+1

i ,

i = 2 . . . nx). That is, we can write the update in the form

Aun+1 = b. (4.38)

where A is an nx × nx matrix, and un+1 and b are length-nx column vectors.

We note that A is not diagonal—that is, there is coupling between the individual advanced-

time unknowns, un+1
i , and hence our discretization is an example of what is known as an implicit

scheme. (In contrast, an explicit scheme would be one for which it would be possible to write,

for arbitrary nx, explicit expressions for the un+1
i .) Now, assuming that the update for un+1

1 is

of the form un+1
1 = U(un+1

2 ; uni , i = 1 . . . nx), then A is actually a tridiagonal matrix. That is,

only the elements of its diagonal, as well as the the immediate upper and lower diagonals are non-

vanishing. We note in passing that these tridiagonal systems can be solved very efficiently—with

O(nx) operations—using specialized solvers such as those available in the widely used LAPACK

linear algebra package [167].

The evolution equations used in this dissertation were cast as a system of first order PDEs in

(t, x, y, z), with each individual PDE assuming the following general form:

∂u(t, x, y, z)

∂t
= F (x, y, z, u, ux, uxx) . (4.39)

Each evolution equation was then discretized using anO(h2) Crank-Nicholson scheme. As explained

above in the context of the advection equation, and emphasizing that all mesh spacings, ∆x, ∆y,

∆y and ∆t are O(h2), this involves the following approximation for the time derivative:

∂u(t, x, y, z)

∂t
≈
un+1
ijk − unijk

∆t
=
∂u(t, x, y, z)

∂t

∣

∣

∣

∣

n+1/2

i

+O(h2) . (4.40)
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Again, as was the case for the advection equation, the spatial part of the PDEs are replaced by

approximations that average between the advanced and current time levels using the time averaging

operator, µt. Specifically, for a general right hand side, F , we have

F (x, y, z, u, ux, uxx) ≈
1

2

(

F̂n+1
ijk + F̂nijk

)

= F (x, y, z, u, ux, uxx)|n+1/2
i +O(h2) , (4.41)

where F̂ denotes an approximation to F in which ux and uxx have been replaced by the usual O(h2),

centred finite-difference formulae. The result of the Crank-Nicholson discretization, as applied to

our system of 4 hyperbolic PDEs, Eqs. 2.173–2.174, is a non-linear system of algebraic equations

to be solved for the advanced-time unknowns, un+1
ijk . Here we remind the reader that u represents

any of the hyperbolic variables appearing in our model; that is u is any of φ1, φ2 Π1 or Π2.

Fortunately there are efficient iterative methods to solve this type of algebraic system of equa-

tions. In particular, we chose to apply point-wise iterative Newton-Gauss-Seidel relaxation. 24 We

also note that the relaxation was applied to each of the 4 hyperbolic unknowns individually (the

decoupled approach), rather than collectively, which would have involved the solution of a 4 × 4

system at each grid point.

We should also remark that discretizations of hyperbolic systems of equations are notorious

for being susceptible to numerical instability [169, 170]. However, the implicit Crank-Nicholson

discretization scheme is well known for being an unconditionally stable scheme—i.e. stable for

arbitrary values of the Courant factor—for large classes of time dependent problems. Although

we have no mathematical proof of stability for the scheme applied to our hyperbolic equations,

we have not encountered any issues with numerical stability in the calculations described in this

thesis.

24The reader can refer to App. D for a brief overview of the method or to Varga [168] for a more comprehensive
treatment.
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4.2 Convergence Testing of Finite Difference Solutions

This section introduces two techniques that we employ to establish that our finite difference solu-

tions do converge to continuum solutions of the PDEs governing our model. The first technique,

which is now almost universally employed in numerical relativity work (as well as in other fields), is

a basic convergence test that, for fixed initial data, examines the behaviour of the finite difference

solution as the discretization scale, h, is varied. In our case, this is done by defining a quantity,

which we call the convergence factor, Qh(t), and which is easily computed from a series of calcu-

lations in which successive discretization scales are typically related by a factor of 2. When the

empirically measured Qh(t) behaves in the expected fashion, we establish that the finite difference

solution is converging to some continuum solution, but there is then still the possibility that it

may not actually be a solution of the original PDEs. This could easily happen if the overall finite

difference approximation was not consistent with the model PDEs, but was consistent with some

other set of PDEs (an omission or accidental modification of some term in any of the original

PDEs would generally lead to precisely such a situation). We thus use a second technique, which

is perhaps not so commonly used in our field, which is termed independent residual evaluation,

wherein we essentially directly verify that our discrete solutions do approach the desired continuum

solutions as h→ 0.

4.2.1 Convergence Factor

As suggested above, we perform convergence tests in a very straightforward manner: we fix initial

data, and then calculate numerical solutions using at least three different discretization scales

(which we will often refer to as levels of discretization). Successive levels are characterized by mesh

spacings that are in a 2 : 1 ratio. Thus, at a minimum—and again emphasizing that we fix the

initial data, as well as all parameters defining the numerical solution, except for h—we calculate

uh, u2h and u4h, which are finite difference solutions generated with mesh spacings h, 2h and 4h,

respectively. In addition, and again for the sake of simplicity and convenience, we ensure that each

grid in the sequence “aligns” with the next coarsest grid. That is, the grid points of the level-h

mesh are a subset of those of the level-2h mesh, which in turn are a subset of those of the level-4h
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mesh. We then define our convergence factor, Qh(t), as follows

Qh(t) ≡ ‖u4h − u2h‖
‖u2h − uh‖ , (4.42)

where ‖ · ‖ is any appropriate spatial norm, such as l2 (‖ · ‖2) or l∞ (‖ · ‖∞), 25

‖uh‖2 =
1√
n

[

n
∑

i=1

|uhi |2
]1/2

, (4.43)

‖uh‖∞ = max
1≤i≤n

|uhi | , (4.44)

and where it is to be understood that the subtraction of individual grid function values implicit

in the expressions u2h − uh and u4h − uh occurs only at the set of grid points common to the two

meshes. Now, assuming that

1. our FDA is O(h2) and completely centred, so that the truncation error, τh, contains no terms

proportional to hpo , where po is an odd integer,

2. any finite difference solution, uh has a Richardson expansion of the form (4.24),

then the discrete solutions uh, u2h and u4h can be expanded as

uh = u+ h2e2 + h4e4 + . . . (4.45)

u2h = u+ (2h)2e2 + (2h)4e4 + . . . (4.46)

u4h = u+ (4h)2e2 + (4h)4e4 + . . . (4.47)

Substitution of the above expressions into (4.42) yields

Qh(t) =

∥

∥

(

u+ (4h)2e2 + (4h)4e4 +O(h6)
)

−
(

u+ (2h)2e2 + (2h)4e4 +O(h6)
)∥

∥

‖(u+ (2h)2e2 + (2h)4e4 +O(h6)) − (u+ h2e2 + h4e4 +O(h6))‖ (4.48)

≈
∥

∥12h2e2 + 240h4e4
∥

∥

‖3h2e2 + 15h4e4‖
.

25We note that, in contrast to what is often done in numerical analysis, we define the l2 norm here to include a
normalization by an appropriate power of the number, n, of grid points—i.e. by 1/

√
n. When dealing with functions

defined on different meshes, this is the natural and convenient approach: for example, grid functions defined on
meshes with different resolutions will then tend to have approximately the same norm.
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Thus, as the mesh spacing tends to 0, we have

lim
h→0

Qh(t) = lim
h→0

∥

∥12h2e2 + 240h4e4
∥

∥

‖3h2e2 + 15h4e4‖
= lim

h→0

12h2 ‖e2‖
3h2 ‖e2‖

= 4 . (4.49)

Note that in deriving (4.49) we have assumed that the terms in the (asymptotic) Richardson

expansion are monotonically decreasing. This will usually be the case when the mesh scale, h, is

significantly smaller than the typical scale over which u varies. Conversely, if h is of the order of

the variation scale of u, one cannot reasonably expect that Qh(t) will be close to 4.

Finally, as we have already mentioned, one needs a minimum of 3 levels of discretization to

compute Qh(t). In practice, it is best to use as many levels as possible in testing for convergence. 26

As finer and finer discretization scales are used, we expect Qh(t) to get closer and closer to the

constant 4, and deviations from this anticipated behaviour can be used as a powerful diagnostic

for detecting subtle mistakes in the FDA (e.g. where certain terms that are relatively small have

only been discretized to O(h) accuracy, or perhaps not even consistently with the PDEs).

4.2.2 Independent Residual Evaluation

As mentioned previously, although a convergence test of the form detailed above can provide strong

evidence that a discrete solution is converging to something as h→ 0, it does not directly establish

that the limiting solution satisfies the original set of PDEs. We therefore introduce a second

technique, known as independent residual evaluation 27, that aims to remedy this shortcoming.

Importantly, the method can be used to test the correctness of an arbitrary FDA of an arbitrary

set of PDEs, as well as the actual computer code that solves the FDA. We feel that is difficult to

overemphasize the value of using this technique for testing the complete process of discretizing a set

of PDEs, and then solving for the discrete solutions. Particularly for complicated PDEs in multiple

dimensions, the FDAs used, and the algorithms needed to solve them can be extremely complex:

there are thus many places where mistakes can be made, and it will not always be obvious from

the numerical solutions that something has gone awry. Independent residual evaluation has the

potential to detect virtually any and all errors that have been made, assuming only the following:

26Available computational resources tend to be the limiting factor in this respect: for 3+1 dimensional compu-
tations such as that performed in this thesis, a calculation with mesh size h/2 requires about 24 = 16 as much
computer time as one with mesh size h.

27This technique was first introduced by Choptuik in his studies of critical phenomena in gravitational col-
lapse [171], where its use was crucial to the validation of new and unexpected results.
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1. The PDEs that we start from are correct.

2. The discrete solutions, uh, that are computed have Richardson expansions.

We also note that one of the greatest advantages of independent residual evaluation is that it does

not require the existence of any exact or previously-computed solution of the PDEs.

We illustrate the technique by again considering a general set of PDEs written in the form

introduced in Sec. 4.1.1: 28

Lu− f = 0 . (4.50)

The continuum equation is discretized as

Lhuh − fh = 0 , (4.51)

with the presumption being that the discretization is correct. Thus, assuming that Lh is a second

order approximation of L, we will have

Lh = L+ h2E2 +O(h4) , (4.52)

where E2 is a differential operator, whose form can be explicitly computed, and that will be of

higher degree than L (e.g. if L involves second derivatives, then E2 will generally involve fourth

derivatives, given that the FDA is O(h2)). We now assume that we have computed numerically

an approximate discrete solution, ũh, and have shown that it is converging at second order to

some continuum function, ū (e.g. so that Qh(t) ≈ 4). We can therefore be confident that ũh has a

Richardson expansion of the form

ũh = ū+ h2ē2 +O(h4) . (4.53)

Furthermore, by construction (i.e. by virtue of the actual numerical calculation), we assert that

the residual, rh, associated with ũh has a magnitude less than some convergence tolerance, ǫ, where

ǫ can generally be much smaller than the typical magnitude of the truncation error, τh. That is,

28As in Sec. 4.1.1, and for clarity of exposition, we suppress the (t, x, y, z) dependence of continuum functions (u,
f , τ2 etc.) as well as their discrete counterparts (uh, fh etc.). In addition, we will proceed by assuming that L

and any finite difference approximations of L, as well as the operators E2 and Ê2 appearing in (4.52) and (4.56),
respectively, are linear; however, the technique is equally applicable to nonlinear equations.
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we have
∥

∥Lhũh − fh
∥

∥ =
∥

∥rh
∥

∥ < ǫ≪ ‖τh‖ . (4.54)

Relative to the discretization (4.51), then, we have established that we have a convergent

solution, which limits to ū. What we have not established, however, is whether ū ≡ u. In order to

do so, we need to simultaneously establish that Lh is a consistent approximation of L, and that

our implementation correctly solves the algebraic equations (4.51).

We thus consider an independent (distinct) discretization of the PDE:

L̂hûh − fh = 0 . (4.55)

This new discrete operator L̂h can be expanded in the same manner as Lh was:

L̂h = L+ h2Ê2 +O(h4) (4.56)

where Ê2 is another higher-order differential operator that will be not be the same as the operator

E2 appearing in (4.52). Note that we assume here that L̂h is also an O(h2) approximation to L,

but this is not essential (e.g. an O(h) approximation could also be adopted). Given this second

discretization, the process of independent residual evaluation consists simply of applying the left

hand side of (4.55) to our putative numerical solution, ũh. Defining Ih to be the independent

residual we have

Ih ≡ L̂hũh − fh =
[

L+ h2Ê2 +O(h4)
]

[

ū+ h2ē2 +O(h4)
]

− fh (4.57)

= Lū− fh + h2
(

Ê2ū+ Lē2

)

+O(h4) (4.58)

= Lū− fh +O(h2) . (4.59)

Here we have again used the (inessential) assumption that L and E2, are both linear.

Now, if the computed continuum solution, ū is not a solution of the original PDE we will

generically have ū(t, x, y, z) = u(t, x, y, z) + e0(t, x, y, z), where e0 = O(1), and as h → 0 we will

find

Ih ≡ L̂hũh − fh = Lu− fh + Le0 +O(h2) = Le0 +O(h2) . (4.60)
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Thus, unless Le0 ≡ 0, which is extremely improbable, then as h→ 0, we will find that Ih will con-

verge to some non-zero function, given by Le0. In other words we will have Ih = O(1). Conversely,

if ū and u are the same function, we will have

Ih ≡ L̂hũh − fh = Lu− fh +O(h2) = O(h2), (4.61)

with the crucial observation being that Ih → 0 as h→ 0, i.e. that Ih really is “residual” quantity

with respect to both the independent discretization, and the continuum PDE. If we compute Ih in

a typical sequence of calculations aimed establishing convergence (i.e. with all problem parameters,

save h, fixed), and observe behaviour as given by (4.61) then we have provided very strong evidence

that the approximate discrete solution ũh is converging to the true continuum solution u of the

PDE.

In order for the technique of independent residual evaluation to be effective, it is vital that the

second discretization, L̂h, is consistent with the original PDE operator L. Otherwise, measurement

of an Ih which is O(1) could signal an inconsistency in L̂h, instead of some problem with the

principal discretization, Lh, or in the solution of the algebraic equations that result from that

discretization. In this regard, one should note the following. First, there is no need to solve the

system (4.55) for ûh: rather, the independent discretization L̂h is simply applied to the computed

solution ũh. Intimately related to this observation is the fact that for the case of time dependent

systems, one does not need to worry about the stability of L̂h. In addition, as already noted, there

is no need for L̂h to be of the same order of accuracy as Lh. For example, if Lh is O(h2) accurate,

but L̂h is only O(h), then if ũh is converging to the true continuum solution, u, we will find that

Ih is O(h) (i.e. still a residual quantity). However, if convergence is to some function ū 6= u, then

Ih will still be O(1).

All of this means that one has lot of latitude in how L̂h is constructed, and, perhaps more

importantly, one can easily use symbolic computing software to generate L̂ from a high-level de-

scription of the PDEs that is relatively easy to check for correctness. This significantly decreases

the probability that a Ih that is measured to be O(1) is due to a mistake in the derivation or

implementation of L̂.

For example, in the construction of the independent residual operator for our set of equations,

we used O(h) forward difference approximations for time derivatives, and O(h2) forward difference
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approximations for the spatial derivatives.29 This is to be contrasted to the O(h2) approximations

used for all derivatives in the construction of the basic difference scheme itself (Crank-Nicholson

for the time derivatives, standard O(h2) centred approximations for the spatial derivatives). In

addition, the Maple procedure described in App. C was used to generate the actual code to evaluate

Ih. The results from our application of independent residual evaluation to series of calculations

for several distinct initial data sets are described in the next chapter, along with the results from

measurement of the basic convergence factor Qh(t) discussed in Sec 4.2.1.

29For grid points close to the outer boundary of the computational domain where the forward difference formulae
could not be applied, we used O(h2) backwards difference expressions.
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4.3 Multigrid Techniques

4.3.1 Introduction

As stated in the previous section, iterative techniques such as point-wise Newton-Gauss-Seidel

(NGS), provide efficient methods for solving the systems of nonlinear algebraic equations that result

from our time-implicit discretization of the hyperbolic PDEs of our model (those that govern the

scalar field). Specifically, we can generally expect convergence to the level of intrinsic discretization

error using a number of sweeps through the mesh which is independent of the mesh scale, h. Thus,

in the absence of any elliptic PDEs, the operation count for solving the hyperbolics would be linear

in the number of discrete unknowns. 30

However, as is well known, relaxation methods—even when they are accelerated using the

successive-overrelaxation (SOR) technique—are not very efficient for solving the systems that result

from finite-difference discretization of elliptic PDEs. In particular, the amount of computational

work per unknown needed to solve such systems generally increases as h→ 0.

For example, consider what one might call the Poisson equation in one spatial dimension:

u(x)xx = f(x) , (4.62)

and, neglecting boundary conditions, discretize this equation on a uniform mesh using the usual

centred, O(h2) FDA of uxx:

ui−1 − 2ui + ui+1

h2
− fi = 0 . (4.63)

As described in App. D, assuming that the NGS iteration visits the grid points in so-called lexico-

graphic order (i.e. i = 2, 3, · · ·nx − 1), the i-th component of the running residual vector is given

by

[r
(k)
i ]i =

ũ
(k)
i−1 − 2ũ

(k−1)
i + ũ

(k−1)
i+1

h2
− fi . (4.64)

Each relaxation sweep (iteration) is supposed to bring the approximate solution ũ
(k)
i closer to the

exact discrete solution ui. The convergence of this process can also be viewed in terms of driving

the running residuals to 0. In fact, in the analysis of the convergence of relaxation methods [168],

the effect of the iteration on the running residual vector is often described in terms of the action

30Indeed, as noted by Teukolsky [172], for many purely hyperbolic systems of PDEs, one can expect the so-called
“iterative Crank-Nicholson” method to converge to the level of the solution error in precisely 2 iterations. However,
in our case, due to the additional coupling with the elliptic equations, this observation does not apply.
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of the residual amplification matrix, A. Assuming a linear set of discrete equations 31 this matrix

maps the residual vector at iteration k, r(k), to the corresponding vector at iteration k+ 1, r(k+1):

r(k+1) = Ar(k). (4.65)

Clearly, A must be a contraction map in order for the iteration to converge, and, ideally, the

spectral radius, ρ, of the amplification matrix would always be bounded away from unity—i.e.

ρ(A) < 1—to ensure rapid convergence. Unfortunately, for the case of NGS applied to the simple,

but representative, set of equations defined by (4.62), this is not the case. Indeed, it can be shown

that the spectral radius of the amplification matrix, ANGS satisfies

lim
h→0

ρ(ANGS) = 1 −O(h2) . (4.66)

Operationally, this means that one must perform O(h−2) = O(n2
x) relaxation sweeps in order to

achieve convergence, so that, for 1D problems, the overall operation count is O(n3
x), rather than the

optimal O(nx). Furthermore, the type of behaviour given by (4.66) is seen when NGS is applied

to virtually any finite differenced elliptic system, in any number of spatial dimensions. Although

the use of overrelaxation (SOR) can significantly improve convergence, one still generally has

lim
h→0

ρ(ASOR) = 1 −O(h) , (4.67)

and the work per unknown needed to achieve convergence still increases as the mesh is refined. 32 In

short, especially for cases such as ours, where an elliptic system must be solved at each discrete time

step, relaxation techniques do not provide a viable route for solving discretized elliptic equations.

On the other hand—and again using the simple toy problem (4.62) for illustrative purposes—

by expanding the residual vector in terms of the eigenvectors of the amplification matrix, it is

possible to show that the asymptotic convergence rate (4.66) is dominated by the eigenvectors with

wavelengths that are long compared to the mesh scale, h. That is, each relaxation sweep damps

long-wavelength components of the running residual by factors given by the associated eigenvalues,

31Again, the analysis can be extended to the nonlinear case, when a linearization method such as Newton iteration
is used.

32Furthermore, one can only attain (4.67) when the choice of relaxation parameter is precisely optimal, and
determining an optimal value is non-trivial in practice, particularly for coupled nonlinear elliptic systems such as
ours.
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σlong
i , where σlong

i = 1 − O(h2). Conversely, for short-wavelength modes—which we will define

as modes having wavelengths, λi, in the range 2h ≤ λi ≤ 4h—one finds that the corresponding

eigenvalues are bounded away from unity, and, importantly, are independent of h. In other words,

as the amplification matrix is repeatedly applied to the residual vector, the short wavelength (high

frequency) components of the residual are rapidly annihilated, while the long wavelength (low

frequency) components are very slowly damped. In short, relaxation methods such as Gauss-Seidel

tend to be very good smoothers when applied to finite difference discretizations of elliptic PDEs, and

that this smoothing property applies both to the (running) residual vector, r(k) and the deviation

between the approximate solution after the k-th relaxation sweep, ũk, and the exact solution, ũh

of the discrete equations.

Fortunately there is an extremely efficient methodology for solving finite difference approxima-

tions of elliptic equations. This is the multigrid technique [35, 149], which was largely developed

by A. Brandt in the late 1970’s and early 1980’s. In terms of computational complexity, the most

striking feature of multigrid is that, in many cases, it is able to provide solutions of the discrete

equations with O(N) computational work and O(N) storage, where N is the total number of dis-

crete unknowns. 33 Importantly, this computationally-optimal performance can be achieved for

quite general nonlinear systems of elliptic PDEs, such as the one encountered in our model. It

should be noted that from the fact that multigrid can provide solutions with O(N) work one can

immediately deduce that its convergence rate in such instances must be h-independent.

The classic multigrid method (i.e. the approach due to Brandt) builds on two fundamental

observations. The first of these we have just made: relaxation methods, such as (Newton)-Gauss-

Seidel, can be used to efficiently smooth both the residuals and solution errors on any particular

grid. In multigrid then, one uses relaxation not to solve the discrete set of equations, but only to

smooth the residuals and solution errors. 34

The second observation is that once the discrete elliptic problem has been smoothed, it can be

well represented on an coarser grid, having, for example, a discretization scale 2h. Especially for

multidimensional equations, the work need to solve the coarse-grid problem will be a fraction of that

33The multigrid method is itself iterative, so by solving the discrete equations we again mean “to the level of
the intrinsic solution error, uh − u”, where u is the continuum solution and uh is the exact solution of the discrete
system.

34Again, when we speak of “solution errors” in the context of an iterative method such as multigrid, we generally
mean the errors in the approximate solution, ũh, at any stage of the iteration, relative to the exact solution, uh, of
the difference equations. However, assuming that the true solution error, uh − u is smooth, smoothing ũh − uh is
clearly equivalent to smoothing ũh − u.
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required for the fine-grid solution. Moreover, we can then apply these ideas recursively: relaxation

on the 2h grid quickly annihilates modes in the residuals and errors that are high-frequency (short-

wavelength) with respect to 2h, and then we can pose a version of the problem on an even coarser

grid having mesh spacing, 4h, and so on. Eventually, this smoothing and coarsening process on

grids with ever increasing mesh spacings leads to a grid with so few points that solution of the

discrete equations using relaxation (or even a direct technique) requires a negligible amount of

computational work. The process of working on coarser and coarser grids is then reversed: smooth

corrections to grid functions on finer grids are interpolated from the coarse grids. This process of

interpolation introduces new high frequency error components in the fine-grid functions, but these

can be effectively damped with a few more relaxation sweeps. Once the algorithm returns to the

original, finest mesh, the relaxation sweeps performed after the interpolation of the correction from

the second-finest mesh typically results in a solution in which the error has been reduced by a

substantial amount.

In the next subsection we will discuss these basic ideas in somewhat more detail for the case of

a particular multigrid method, known as the Full Approximation Storage (FAS) scheme, which is

suitable for the treatment of nonlinear problems.

4.3.2 The FAS Algorithm

Again adopting a notation in which the dependence of functions on the relevant set of independent

variables (e.g. (x, y, z)) is implicit, we write a general nonlinear system of elliptic PDEs as

N [u] = f . (4.68)

Here N denotes the set of nonlinear differential operators acting on the solution vector, u, while f

is a vector of source functions which is independent of u or any of its spatial derivatives. We then

consider some finite difference approximation of (4.68) which, as usual, is characterized by a single

discretization scale h. This yields a nonlinear set of algebraic equations that we write as

Nh[uh] = fh . (4.69)

The solution of (4.69) is expected to be computed through some iterative process. Each step of

the iteration defines the residual vector, rh, corresponding to the current approximation, ũh, of the
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discrete solution, uh:

rh ≡ Nh[ũh] − fh . (4.70)

The goal of the iterative process is to drive the residual to zero or, equivalently, to drive the solution

error, vh, to zero, where vh is defined by

uh = ũh + vh . (4.71)

As mentioned in the last section, relaxation methods such as Newton-Gauss-Seidel tend to be

excellent smoothers. The FAS multigrid method takes advantage of this fact to (implicitly) smooth

the correction vh on each member of a hierarchy of grids. Each grid in the hierarchy is labelled

by a parameter l (the level parameter), where l = 1 is the coarsest level and l = lmax is the finest.

From considerations of both total computational cost, as well as ease of implementation, the grids

in the hierarchy usually satisfy hl+1 = hl/2, and we have adopted this choice in our current work.

Starting on the finest mesh, i.e. on level lmax, we perform a few relaxation sweeps using a method

such as NGS. 35 Provided that these sweeps do smooth both rh and vh on the fine grid, we can

then proceed to define a coarse grid problem. This is done by setting up an appropriate equation

for the correction (solution error), vh, on the coarse grid.

In order to define this equation, first note that if Nh were linear, we could apply it to both

sides of (4.71) to get

Nh[uh] = Nh[ũh + vh] = Nh[ũh] +Nh[vh] = rh + fh +Nh[vh] . (4.72)

Using (4.69) this could be further simplified to

Nh[vh] = −rh . (4.73)

This last equation actually forms the basis of a multigrid algorithm known as the linear correction

scheme (LCS). However, since Nh is a nonlinear operator, we cannot proceed along this route.

Nonetheless, Eq. (4.73) does suggest a similar treatment for the nonlinear case. Subtracting the

35We note that, as discussed in Sec. 2.4.5, point-wise Newton-Gauss-Seidel is not always an effective smoother
for elliptic discretizations, but it is for our system, provided that we work in the standard (i.e. non-compactified)
Cartesian coordinates.
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definition of the residual, Eq. (4.70), from the basic difference equation (4.69) yields

Nh[uh] −Nh[ũh] = Nh[ũh + vh] −Nh[ũh] = −rh . (4.74)

Thus, rather than having an explicit equation for the correction vh, (4.74) is to be viewed as an

equation for the “full approximation”, uh = ũh + vh, and hence the name “Full Approximation

Scheme”.

From the smoothing assumption, all terms appearing in (4.74) are smooth on the scale, h, of

the finer grid. One can then sensibly pose a coarse grid form of (4.74) as follows:

N2h[u2h] −N2h[I2h
h ũh] = −I2h

h rh, (4.75)

Here, u2h is the unknown which is to be computed on the coarse grid (note that it does not, in

general, satisfy N2hu2h = f2h), and I2h
h —known as a restriction operator—transfers a fine grid

function to the coarse grid. Once u2h has been determined by solving (4.75), the fine grid unknown,

uh, is updated using

ũh = ũh + Ih2h
(

u2h − I2h
h ũh

)

. (4.76)

Here, Ih2h—known as a prolongation operator transfers a coarse grid function to the fine grid.

In practice, Ih2h generally performs polynomial interpolation of an order that can depend on: the

differential order of the elliptic system, the order of accuracy of the FDA, and the specific smoother

being used. As Brandt [35] emphasizes, Eq. (4.76) is to be preferred over the more obvious

ũh = Ih2hu
2h (4.77)

since the former retains (useful) high frequency information already computed in uh, whereas the

latter does not.

Eqs. (4.75) and (4.76) constitute the core of the FAS algorithm. Our quick derivation of the

FAS scheme also corresponds to a specific point of view, wherein the multigrid method is seen as

a solver that uses a hierarchy of coarser grids to accelerate the convergence of error components

which have long wavelengths on the fine grid.

Again as stressed by Brandt [35], there is a useful “dual” interpretation of the FAS algorithm in

which the fine grids are used to provide correction terms to coarse grid systems, essentially allowing
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unknowns on coarse grids to be determined to the same accuracy—relative to the continuum

solution—as the unknowns on the finest grid. It is instructive to quickly work through the alternate

derivation of (4.75) from this vantage point, and to do so we must introduce the concept of relative

truncation error.

Recall from Sec.4.1.1, Eq. (4.19), that the truncation error, τh, of a finite difference scheme is

defined in terms of the action of the discrete operator on the continuum solution:

τh ≡ Nh[u] − fh . (4.78)

For the purposes of the current development, it is convenient to use the FDA (4.69) in the form

fh = Nh[uh] to rewrite the above equation as

τh = Nh[u] −Nh[uh] . (4.79)

Now, if it was possible to know the exact value of the truncation error in advance, then by adding

it to the right hand side of (4.69) we would have an equation

Nh[uh] = fh + τh, (4.80)

whose solution, uh, would be identical to the restriction of the continuum solution, u, of the

PDE (4.68) to the mesh points. Unfortunately a priori knowledge of τh is, of course, equivalent to

a priori knowledge of u, so at first glance, this observation does not seem very useful.

However, suppose that it is possible to compute some approximation, τ̃h of τh. Then, by adding

τ̃h to the right hand side of Eq. (4.69), we would get an equation

Nh[uh⋆ ] = fh + τ̃h, (4.81)

for a new grid function, uh⋆ , which should be more accurate than the solution uh of (4.69). That

is, we should find ‖uh⋆ − u‖ < ‖uh − u‖, where ‖ · ‖ denotes some norm.

In analogy to the definition of the truncation error, τh, we now define the relative truncation

error, τ2h
h , which involves quantities defined on two adjacent levels within the multigrid hierarchy,
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having discretization scales h and 2h respectively:

τ2h
h ≡ N2h[I2h

h uh] − I2h
h

(

Nh[uh]
)

. (4.82)

Again, I2h
h is a fine-to-coarse transfer operator (restriction operator). Once more using Eq. (4.69)

in the form fh = Nh[uh], and assuming that I2h
h fh = f2h, this definition can be rewritten as

N2h[u2h] = f2h + τ2h
h . (4.83)

Thus, completely parallelling our previous interpretation of τh, the relative truncation error, τ2h
h ,

can be viewed as the correction that must be added to the source term of the coarse grid difference

equations in order that the coarse grid solution actually coincide with the (restricted) fine grid

solution. Once more, we are unable to compute τ2h
h precisely unless we have the exact solutions,

uh and u2h, of the two discrete systems in hand. However, during the multigrid solution process,

we can certainly calculate an approximation, τ̃2h
h , of τ2h

h using the current estimate, ũh, of the fine

grid unknown:

τ̃2h
h ≡ N2h[I2h

h ũh] − I2h
h

(

Nh[ũh]
)

. (4.84)

Then, replacing τ2h
h with τ̃2h

h in (4.83), we have derived the “dual” equation for the coarse grid

unknown, u2h (i.e. the full approximation):

N2h[u2h] = f2h + τ̃2h
h . (4.85)

Now from (4.75), and again assuming that I2h
h fh = f2h and that I2h

h is linear (which in practice

it invariably is), we have

N2h[u2h] = N2h[I2h
h ũh] − I2h

h rh (4.86)

= N2h[I2h
h ũh] − I2h

h

(

Nhũh − fh
)

(4.87)

= f2h + τ̃2h
h (4.88)

which is precisely Eq. (4.85). Thus the two viewpoints lead to the same coarse grid correction

equations, and therefore are indeed equivalent.
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As summarized in Sec. 4.3.1, the FAS coarse grid correction equations are applied recursively,

with relaxation sweeps on level l being followed by the initiation of a coarse grid correction on level

l− 1. When the coarsest grid (l = 1) is reached, uh1 can generally be computed very inexpensively

using relaxation or perhaps some other method (such as a direct solution of the difference equations,

using a global Newton iteration). Once uh1 has been calculated, another sequence—consisting of

fine grid function updates (using prolongation) followed by additional smoothing sweeps—is per-

formed for l = 2, ..., lmax This entire process of “working down” the hierarchy from the finest

to coarsest grid, then “back up” to the finest grid, is known as a V -cycle, due to the V -shape

that results from a standard pictorial representation of the algorithm in which the vertical direc-

tion encodes the discretization level (with h increasing downwards), while horizontal displacement

represents successive stages of the procedure. A pseudo-code version of the basic FAS algorithm

described above, and which was used in this thesis, is shown in Fig. 4.4.

To conclude this chapter we reiterate that the elliptic PDEs appearing in our model, Eqs. 2.173–

2.185 were discretized using a centred O(h2) FDA (see App. B for the specific difference operators

used). In addition, we used red-black ordering for the NGS relaxation sweeps, full-weighted re-

striction for I2h
h and trilinear interpolation for Ih2h. The interested reader is directed to [35, 149]

for further discussion of these technicalities. Finally, although we did experiment with collective

relaxation, due to an original concern that the mixed second derivatives in some of the equations

might be problematic, we ultimately found that the decoupled approach produced faster running

code.
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subroutine MG_update()

cycle = 1

do while (residual > tolerance)

call vcycle(lmax,cycle,p,q)

cycle = cycle + 1

end do

end subroutine

subroutine vcycle(lmax,cycle,p,q)

do l = lmax to 1 ( cycle from fine to coarse levels )

if cycle = 1 or l not equal to lmax then

repeat p times:

perform a NGS relaxation sweep on level(h[l]):

u[l] = relax_rb_NGS(u[l],f[l],h[l])

restrict grid functions to level(h[l-1]):

u[l-1] = I[l-1][l] u[l]

compute the relative truncation error of the solution

on level(h[l-1]):

tau[l-1][l] = N[l-1] I[l-1][l] u[l] - I[l-1][l] N[l] u[l]

compute the new RHS vector for level(h[l-1]), by adding the

restricted RHS to the truncation error:

f[l-1] = tau[l-1][l] + I[l-1][l] f[l]

end if

end do

solve the system of FDAs on level(h[1]) exactly:

do while (residual > coarsest grid tolerance)

u[1] = relax_rb_NGS(u[1],f[1],h[1])

end do

do l = 2 to lmax ( cycle from coarse to fine levels )

compute the CGC from level(h[l-1]) to level(h[l])

and apply the CGC to unknown variables at level(h[l]):

u[l] = u[l] + I[l][l-1] ( u[l-1] - I[l-1][l] u[l] )

repeat q times:

perform a relaxation sweep on level(h[l]):

u[l] = relax_rb_NGS(u[l],f[l],h[l])

end do

end subroutine

Figure 4.4: A pseudo-code representation of the FAS V -cycle multigrid algorithm used in this
thesis.
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Chapter 5

Code Validation and Results

This chapter presents some results from the numerical solution of the system of PDEs derived in

Chap. 2 and summarized in Sec. 2.5. The results discussed here are restricted to the case of boson

stars having a potential that only includes a mass term, so that U(|φ|2) = m2|φ|2. 36 As discussed

in Chap. 3, the mass parameter m can be chosen arbitrarily as part of our overall specification of

a system of units, and we have performed all of our calculations with m = 1.

Sec. 5.1 provides some details concerning our numerical code as well as the nature of the various

initial data configurations that we have considered. This is followed by three sections devoted to

validation and error analysis of the code. Specifically, we report the results of convergence tests and

independent residual evaluation, as defined and discussed in Ch. 4, for representative calculations

involving:

1. A generic initial configuration of the scalar field (Sec. 5.2).

2. Single boson stars at rest in the computational domain (Sec. 5.3).

3. A single boson star moving through the computational domain (Sec. 5.4).

The overall success of these convergence tests—most notably the convergence of the independent

residuals—is considered the strongest evidence we have that our code does correctly compute

solutions of our model that converge to the continuum limit as the basic mesh scale, h, approaches

0. In addition, we provide evidence that our numerical results conserve ADM mass and Noether

charge to the expected order of accuracy.

The final two sections of the chapter focus on the dynamics of two boson stars, and the calcu-

lations discussed therein constitute the major new computational results of this thesis. Sec. 5.5 is

concerned with the simulation of a head-on collision between two boson stars, in which we observe

“solitonic” behaviour that has previously been seen in other studies of self-gravitating scalar field

36As mentioned in Chap. 2, these configurations are sometimes referred to as mini boson stars, since for any
plausible particle mass, the total gravitating mass of the star is very small. Consequently, such objects are thought
to be highly unlikely to be of any astrophysical significance, especially as dark matter candidates.
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configurations [173, 174, 128, 130]. Sec. 5.6 then considers the interesting case of the simulation of

boson star binaries for three different choices of initial data parameters, each of which produces a

distinct end state:

1. Long-lived orbital motion.

2. Merger of the stars that results in a conjectured rotating and pulsating boson star.

3. Merger of the stars that leads to the conjectured formation of a black hole.

Finally, Sec. 5.7 summarizes our main results and outlines some possible directions for improvements

and additional developments of this project.

5.1 Summary of the Numerical Code

The set of PDEs governing our model—as derived and discussed in Ch. 2—-was discretized using

the finite difference techniques described in Ch. 4. Specifically, an O(h2) Crank-Nicholson scheme

was applied to:

1. The 2 first-order-in-time equations that govern the time evolution of the real and imaginary

components of the complex scalar field, φ1(t, x, y, z) and φ2(t, x, y, z), respectively.

2. The 2 first-order-in-time equations for the corresponding conjugate momenta, Π1(t, x, y, z)

and Π2(t, x, y, z).

Additionally, O(h2) centred FDAs were used to discretize the following elliptic PDEs appearing in

the model:

1. The slicing condition for the lapse function, α(t, x, y, z).

2. The Hamiltonian condition for the conformal factor, ψ(t, x, y, z).

3. The momentum constraints for the three components of the shift vector, βx(t, x, y, z), βy(t, x, y, z)

and βz(t, x, y, z).

We reemphasize that in generating the results described below, Dirichlet boundary conditions were

imposed on all variables (see Sec. 2.4.5).

The numerical code that was written to solve the finite difference equations (FDEs) originating

from the discretization sketched above consisted of separate components for the hyperbolic and
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elliptic variables. For the hyperbolic unknowns, the Crank-Nicholson FDEs were generated and

solved using RNPL (Rapid Numerical Prototyping Language) [175, 176]. RNPL takes a high-level

specification of difference equations written in a natural operator form, and produces routines

that employ point-wise Newton-Gauss-Seidel iteration to compute advanced-time unknowns. As

discussed in Chap. 4 this iteration typically converges rapidly for time-implicit discretizations of

wave equations, and our experience was consistent with that observation. For the case of the FDEs

governing the discrete elliptic unknowns we wrote FORTRAN 77 routines that implemented an

FAS multigrid algorithm, as also described in the previous chapter.

A pseudo-code description of the overall code flow is given in Fig. 5.1. Execution of the program

begins with a call to the initial data solver denoted IVP solver in the figure. 37 In turn, this solver

makes use of a set of routines that generate solutions representing the static spherically symmetric

boson stars that were discussed in detail in Chap. 3. The interested reader is referred to App. A

for documentation of the highest level routine, bsidpa, that can be used to determine spherically

symmetric boson star profiles for arbitrary polynomial self-interaction potentials.

The solver for a single boson star returns a set of spherically symmetric functions, including

α(R), a(R) φ(R) and Φ(R), where R is areal radius. These functions 38 must then be transformed

to the isotropic radial coordinate, r, and interpolated to the Cartesian computational domain as

described in Secs. 3.4 and 3.6, respectively. In addition, if the star is to be boosted at the initial

time, the transformations detailed in Sec. 3.7 are applied.

In instances where the evolution is to describe the dynamics of a boson star binary, the above

process is carried out for each star, and the resulting functions from the computations for each indi-

vidual star are added to produce the data for the binary. Although not necessary mathematically—

since the initial values of the scalar field variables are essentially unconstrained, other than require-

ments of smoothness and sufficiently rapid decay as r → ∞—when we set up binaries in this

manner we try to ensure that the stars are sufficiently well separated that the initial configuration

really does describe two isolated objects.

Once the scalar field variables have been fixed at t = 0, the multigrid solver is invoked to

determine the initial values of the elliptic variables, α(0, x, y, z), ψ(0, x, y, z) and βx(0, x, y, z).

Here we note that βx(0, x, y, z) is only non-zero when a boost has been applied (either to a single

37We note that our code can handle essentially arbitrary initial configurations for the scalar field. Here we focus
discussion on the case of most interest, in which the initial data represents one or more boson stars.

38Refer to Sec. 3.7 for details concerning the computation of the conjugate momenta, Π1 and Π2, from the
spherically symmetric solution for a single boson star.



142

star, or to both stars in the binary case). Furthermore, since we only apply boosts in the x direction

we always have βy(0, x, y, z) = βz(0, x, y, z) = 0. In performing the multigrid solution we start

from initial estimates given by the values of the geometric variables computed from the boson star

solver—and post-processed in the manner described in Sec. 3.7.

Once the initial data has been determined, the code enters the main time-stepping loop. After

initialization of the advanced values f(t+dt) and g(t+dt) to those from the previous step f(t)

and g(t), each time step proceeds by a sub-iteration in which:

1. The advanced values, g(t+dt), of the geometry variables are updated using a single multigrid

FAS V -cycle with the scalar field values f(t+dt) acting as sources.

2. The advanced values, f(t+dt), of the scalar field variables are updated using a single point-

wise Newton-Gauss-Seidel relaxation sweep, with the values g(t), g(t+dt) and f(t) acting

as sources.

3. The residuals of the finite difference equations for the advanced values of the scalar field are

computed.

This sub-iteration continues until the l2 norm of the scalar field residuals is below some specified tol-

erance, which was set to 10−7 for the calculations described below. Once the sub-iteration has con-

verged, the advanced (t+dt) values are relabelled as current values (pseudo-routine swap levels).

Invocation of the analysis routine then effects calculation of quantities such as the independent

residuals, the ADM mass and Noether charges, as well as the periodic output of grid function values

to disk. This completes one pass of the main loop: the time-stepping procedure is then repeated

until the specified final integration time, tmax, is reached.

In order to facilitate the presentation of the numerical results that follow, we now introduce

some convenient nomenclature and notation. Recalling that we use a single, uniform grid (mesh) to

perform our computations, the actual number of grid points associated with any of our simulations

can be represented by a vector we call the shape of the mesh. shape is defined by

shape = [Nx, Ny, Nz], (5.1)

where Nx, Ny and Nz are the number of grid points in the x, y and z, coordinate directions,

respectively. The total number of grid points in the computational domain is thus simply given by
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f(t) = scalar field variables at time t

g(t) = geometry variables at time t

t = 0

call IVP_solver[f(t),g(t)]

do while (t < tmax)

call initial_guess[f(t) -> f(t+dt), g(t) -> g(t+dt)]

do while (residual[f(t+dt)] > tolerance)

call MG_update[source = f(t+dt); solve for g(t+dt)]

call CN_update[source = g(t),g(t+dt),f(t); solve for f(t+dt)]

call evaluate_residual[f(t+dt)]

end do

call swap_levels[f(t) <--> f(t+dt); g(t) <--> g(t+dt)]

t = t + dt

call analysis[g(t),g(t+dt),f(t),f(t+dt)]

end do

Figure 5.1: A pseudo-code representation of the numerical code. See the text for details concern-
ing the overall program flow.
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NxNyNz. In addition, when performing computations on a series of meshes with grid spacings in

which each finer scale is 1/2 that of the previous grid, it is useful to introduce the notion of the

discretization level. Let N = min(Nx, Ny, Nz). Then we demand that there be an integer l such

that

N = 2l + 1 , (5.2)

where l is precisely what we call the level of the calculation. In many cases we run our code with

Nx = Ny = Nz. In instances where this is not true, then tacit in this definition is the assumption

that we will compute with some minimum level lmin, with corresponding Nmin = 2lmin +1. Further

assuming that N = Nx, the coarsest grid will then be characterized by

shapelmin
= [Nmin, Ny0, Nz0] , (5.3)

with Ny0 ≥ N , Nz0 ≥ N . Finer grids will then have

shapelmin+i = [2i(N − 1) + 1, 2i(Ny0 − 1) + 1, 2i(Nz0 − 1) + 1] . (5.4)

Another definition concerns the coordinates spanned by a particular grid; i.e. the limits of the

computational domain. As discussed in 4.1 this domain is given by

xmin ≤ x ≤ xmax , (5.5)

ymin ≤ y ≤ ymax , (5.6)

zmin ≤ z ≤ zmax . (5.7)

We thus introduce the notion of a bounding box vector, denoted by bbox, and defined by

bbox = [xmin, xmax, ymin, ymax, zmin, zmax] . (5.8)

We conclude this section with some brief remarks concerning the computing requirements for

our calculations, as well as the nature of some of the figures we use to illustrate key results.

First, the simulations presented here were run on single nodes of one of two clusters located

at UBC, which are known as vnfe4 and vnfe5. Each node of vnfe5 has four 2.4 GHz Dual-Core
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AMD(R) Opteron(TM) processors with a total of 4 GB of memory. Nodes on vnfe4 have two 2.4

GHz Intel(R) Xeon(TM) CPUs and a total of 2 GB of memory. The most extensive calculations

were run on vnfe5, lasted approximately 260 hours, and used about 700 MB of memory. Larger

simulations (up to 1 GB), although possible, were deemed impractical in terms of providing results

on the timescale of a few days at most.

Second, many of the figures that follow are surface plots of functions, and for these plots the

following should be noted:

1. The “grid lines” in each direction—which are included as a visual aid—are generally only a

subset of the total that are available: i.e. the number of grid lines does not reflect the true

resolution of the computation.

2. Unless otherwise stated, the vertical displacement of the surface corresponds to the value of

the function being plotted.
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5.2 Generic Initial Data

A straightforward way to test our code for convergence and consistency is to choose suitably

generic initial data which can be specified in closed form, and then evaluate the results of its

time evolution. The initial configuration for the results discussed in this section was based on the

following generalized gaussian profile for one component of the complex scalar field:

φ(x, y, z) = φ0 exp

[

−
(

x− x0

δx

)2

−
(

y − y0
δy

)2

−
(

z − z0
δz

)2
]

. (5.9)

Here, φ0, x0, y0, z0, δx, δy and δz are adjustable parameters. The freely specifiable variables

{φ1, φ2,Π1,Π2} were then initialized as follows:

• φ1(0, x, y, z) = φ(x, y, z), with (x0, y0, z0) = (4, 3, 2) , φ0 = 0.05 and (δx, δy, δz) = (4.5, 4, 4) ,

• Π2(0, x, y, z) = −3φ1(0, x, y, z) ,

• φ2(0, x, y, z) = Π1(0, x, y, z) = 0 .

This produces a off-origin, slightly non-spherical, gaussian lump of field that exhibits non-trivial

dynamics, but whose evolution also mimics, to some extent, that of a distorted stable boson star.

We would like to emphasize that the presence of symmetries in the initial data could lead to a

failure in detecting certain implementation errors. Thus, in particular, we designed this initial

configuration so that it did not have any of the reflection symmetries x → −x, y → −y, and

z → −z. We should note, however, that the other initial datasets we subsequently describe do

have at least one of these symmetries, and thus in principle, should lead to time evolutions that

also possess the symmetry. 39 We are aware that we could have exploited this fact to reduce the

cost of many of our computations. Nonetheless, we did not pursue this option since we wanted

to keep our code general, and also wanted to avoid the complications of implementing symmetry

conditions in the multigrid solver at this stage.

The bounding box for the experiments described here was bbox = [−11, 19,−12, 18,−13, 17],

and three different grids with resolutions in a 1 : 2 : 4 ratio were used for the convergence tests

and independent residual evaluations. The grid with the finest resolution (level 7), had shape =

[129, 129, 129], while the coarsest grid (level 5) had shape = [33, 33, 33]. The Courant factor

adopted here—and for all simulations discussed in this chapter—was λ = 0.4.

39This assumes that there are no dynamically unstable modes in the configurations considered that would break
the symmetries, and that could be excited by truncation error and/or roundoff error effects.
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Fig. 5.2 shows a time-series of z = 2 cuts of the scalar field from a short evolution (roughly one

dynamical time) of the initial configuration defined above, and where the finest resolution grid was

used. Here, and for other plots of this type shown subsequently, evolution proceeds left-to-right

and top-to-bottom. The solution oscillates, but is apparently gravitationally bound, as there is no

evidence for dispersal of the scalar field. However, we are not so much interested in the evolution

of this data for its physical content, as for what it can tell us about the convergence properties of

our code.

In that regard, we first note that all grid functions remain quite smooth during the calculations.

Second, as can be seen in the left panels of Figs. 5.3, 5.4 and 5.5, the convergence factors Qh(t)

(defined by 4.42) for the dynamic variables provide clear evidence of second-order convergence.

That is, Qh(t) for all of the variables remains close to the value 4 that is expected for our second-

order scheme in the limit that the mesh spacings go to 0 (according to 4.49). Third, and perhaps

most importantly, the right panels of these figures show that the independent residuals are also

converging. Here we note that in order to more easily assess the convergence rates of the indepen-

dent residuals from the graphs, we have rescaled them so that, should they be converging at the

expected order, the plots from computations at different discretization levels will be roughly coin-

cident. Thus, for the geometric variables, where we expect second order convergence, the l2-norms

of the independent residuals were rescaled in the following way:

‖I l(t)‖2 → 4(l−5)‖I l(t)‖2, (5.10)

where l refers to the level of discretization: 5, 6 or 7 in this case. The independent residuals for

the scalar field quantities were rescaled in similar fashion. However, since we expect first-order

convergence in this instance, the scaling factor is modified accordingly:

‖I l(t)‖2 → 2(l−5)‖I l(t)‖2 . (5.11)

We also observe that, unless otherwise specified, all of the subsequent plots of independent residuals

in this chapter show rescaled values as well.

Thus, Figs. 5.3 and 5.4 provide good evidence that the rescaled independent residuals for all

of the geometric variables are converging as O(h2), as expected. We also note that the functional

form of Ih(t) for the metric variables is roughly resolution-independent, so that we apparently do
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have

lim
h→0

Ih = I2(t)h
2 and not lim

h→0
Ih = I2(t, h)h

2. (5.12)

Similar remarks can be made concerning the independent residuals for the variables φ1, φ2, Π1,

and Π2, except that the convergence of the Ih(t) in this case is linear in h. This is to be expected

since, as also discussed in Chap. 4, the independent discretization adopted for approximate time

derivatives was a first-order forward difference.

Fig. 5.6 shows the ADM mass, MADM, and the Noether charge, QN , as a function of time for

levels 5, 6 and 7. As the resolution increases, MADM(t) and QN (t) tend to constant functions,

indicating that the continuum conservation laws are being recovered as the mesh spacing tends

to 0.40 In order to better examine the rate of “convergence to conservation” of these values,

Fig. 5.7 plots deviations of the ADM mass MADM(t) and the Noether charge QN (t) from their

initial values, MADM(0) and QN (0), as a function of time. Additionally, parallelling what we did

for the independent residuals, the deviations computed at different levels of discretization have

been rescaled assuming an O(h2) convergence rate:

∆M l
ADM(t) = 4l−5

(

M l
ADM(t) −M l

ADM(0)
)

, (5.13)

∆QlN (t) = 4l−5
(

QlN (t) −QlN (0)
)

, (5.14)

for l = 5, 6 and 7. Again, the fact that the plots of the rescaled deviations are nearly coincident

provides strong evidence of second order convergence (to conservation, as a function of time) of

both QN and MADM.

Before proceeding to describe our next set of numerical experiments, we make a brief digression

to emphasize a key assumption that underpins the efficacy of finite differencing. To keep the

discussion simple, we consider the case of a scalar function of one independent variable, u(x), and

assume that we have discretized the continuum domain with a uniform grid with mesh spacing

h. Then when any differential operator, L, acting on u is approximated with a finite difference

operator, Lh, the error in the approximation will be of the form

L [u(x)] − Lh [u(x)] = hpEp [u(x)] + · · · (5.15)

40We reemphasize, however, that we know of no proof that MADM(t) should be conserved for other than spherically
symmetric cases.
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where the positive integer p is the order of the approximation, and Ep is a differential operator

of higher (differential) degree than L. For example, the usual O(h2) centred approximation to

du/dx ≡ u′(x) can be written as

ui+1 − ui−1

2h
≡ u(x+ h) − u(x− h)

2h
= u′(x) +

h2

12
u′′′(ξ), (5.16)

where ξ ∈ [x − h, x + h] and h2/12u′′′(ξ) is the error in the approximation. Note, however, that

this result is valid only if u′′′(x) exists and is continuous on the [x− h, x+ h].

This simple example highlights the importance of smoothness of both the continuum and dis-

crete solutions in the context of finite differencing. Specifically, for the discrete case, “smooth”

naturally means “smooth on the scale of the mesh”, and when grids that have h comparable to

the scale of variation of the solution unknowns are used, one cannot expect “good” results from

convergence tests, including independent residual evaluation. The reader should keep this point

in mind, especially in later sections of this chapter where the coarsest mesh spacings used are

comparable to the scales on which the solution is changing. Moreover, as we will see in the next

section, (discrete) non-smoothness related to issues such as the treatment of boundary conditions

can also easily spoil the convergence of our finite difference scheme.
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Figure 5.2: Time Evolution of a Generic Gaussian Profile. This figure displays a time-series of
z = 2 cuts of the scalar field modulus |φ(t, x, y, z)| from a short evolution (roughly one dynamical
time) of the initial configuration defined by Eq. 5.9. Here the value of φ0 appearing in (5.9) is 0.05,
the range of the plotted data is 0 ≤ |φ(t, x, y, z)| ≤ 0.12, and the solution was computed using
a grid with shape = [129, 129, 129] (level 7). Note that the solution oscillates, but is apparently
gravitationally bound, as there is no evidence for dispersal of the scalar field



151

Figure 5.3: Left panels: plots of the convergence factor Qh(t), as a function of time, t, for the
geometric variables α, ψ and βx, using data from the calculation described in the caption of Fig. 5.2.
The convergence factor remains close to the value 4 that is expected for our second-order scheme.
Note that βx(0) = 0 at all resolutions, and we have thus defined Qhβx(0) = 0/0 ≡ 0. Right panels:
l2 norms of the rescaled independent residuals (see Eq. 5.10), ‖I(t)‖2, for the same set of variables.
As the level of refinement increases, the plots of the rescaled I(t) become increasingly coincident,
providing strong evidence of convergence of our code to the continuum solution.
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Figure 5.4: Left panels: Plots of the convergence factor Qh(t) for βy , βz and φ1, using data
from the calculation described in the caption of Fig. 5.2. Again, all convergence factors are close
to the expected value of 4. Right panels: l2 norms of scaled independent residuals, ‖I(t)‖2, for
the same set of variables, and where we have defined Qhβy(0) = 0/0 ≡ 0 and Qhβz

(0) = 0/0 ≡ 0.
Scaling factors for the two shift vector components and the scalar field are given by (5.10) and
(5.11) respectively. We see clear evidence for the convergence of the independent residuals at their
expected rates (O(h2) for βy and βz , O(h) for φ1).
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Figure 5.5: Left panels: Plots of the convergence factor Qh(t) as a function of time for the scalar
field variables φ2, Π1 and Π2, using data from the calculation described in the caption of Fig. 5.2.
Right panels: l2 norms of scaled independent residuals, ‖I(t)‖2, for the same set of variables. The
residuals were rescaled using (5.11) and clearly are converging as O(h), as expected.



154

Figure 5.6: ADM mass MADM(t) and Noether charge QN(t) from the calculation described in
the caption of Fig. 5.2. Both plots indicate a trend to conservation of the respective quantity, with
a convergence rate of O(h2), as clearly illustrated in Fig. 5.7 below.

Figure 5.7: Rescaled deviations in ADM mass and Noether charge, as functions of time, t, from the
calculation described in the caption of Fig. 5.2. The deviations were rescaled using (5.13) and (5.14),
and the near-coincidence of the curves is strong evidence of “convergence to conservation”.
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5.3 Static Spherically Symmetric Initial Data - One Star

In the previous section we used a generic type of initial data to establish the correctness and

convergence of our numerical code. The results of our convergence tests (including those of the

conserved quantities), and independent residual evaluation provide strong evidence that the dis-

crete equations of motion are consistent, have been implemented correctly, and that the numerical

solution obtained converges to the continuum solution. In fact, we consider the generic initial data

test to be sufficiently comprehensive to establish the overall validity of the code. Nevertheless, in

this section and the next we continue with code tests, albeit with slightly different goals.

If there are no problems with the discrete equations of motion, or with convergence of sufficiently

smooth solutions, then any deficiencies identified in the numerical results can likely be traced to

characteristics of the initial data, or the resolution(s) used in the calculations. With this in mind,

there were two key motivations for the tests performed in this section.

First, it is natural to use the spherically-symmetric static configurations that describe single

boson stars to simultaneously test 1) the evolution code, and 2) our solutions of the ODEs that

determine the static solutions. Recall from Sec. 3.4 that these solutions are computed from the

following ansatz for the complex scalar field:

φ(t, R) = φ0(R) e−iωt, (5.17)

where R is the areal radius. It is important to note that even though the stars are characterized

by a time independent gravitational field, φ(t, r) is still time dependent due to the e−iωt factor in

the above expression. We should thus expect that the metric variables computed from such initial

data should exhibit only approximate time independence, but that the time independence should

become more exact as the discretization scale, h, tends to 0.

Second, as also discussed in Chap. 3, the boson stars computed using the above ansatz form

a one-parameter family, where φ0(0) is a convenient choice for the family parameter. Different

members of this family have different ADM masses, as well as different overall strengths of the

gravitational field (as quantified, for example, by maxR 2m(R)/R). In this context it seems rea-

sonable to expect that for fixed discretization parameters stronger gravitational fields should lead

to larger numerical errors.

We thus consider the numerical evolution of two distinct boson stars using our code. Both
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are on the stable branch (see Fig. 3.2) and have central scalar field values φ0 ≡ φ0(0) = 0.03

and φ0 ≡ φ0(0) = 0.06, respectively. Here, and in the following, we adopt a notation such that

Sφ0(0) denotes the boson star having a central field modulus φ0(0). With this nomenclature, the

stars that we will study are S0.03 and S0.06. S0.03 is less massive, and thus less compact than

S0.06, as can be inferred from Fig. 3.1. To evolve each of these configurations, we choose a set

of grid parameters that is slightly different than that adopted in the previous section: namely

bbox = [−15, 15,−15, 15,−15, 15], with the coarsest and finest of the three grids used given by

shape = [33, 33, 33] and shape = [129, 129, 129], respectively.

Figs. 5.8 and 5.9 show some snapshots from the time evolution of S0.03 and S0.06, respectively,

as computed on the finest grid. At least to the naked eye these figures seem to indicate that that

computed geometries are time independent in both cases. It is thus tempting to conclude that with

respect to the first purpose of this particular experiment, the code has passed the test.

However, as Figs. 5.10, 5.11 and 5.12 show, the measured convergence rates for S0.03 quantities

are significantly poorer than those from the S0.06 calculation. This runs counter to the expectation

that stronger gravitational fields and more compact scalar field configurations should lead to higher

discretization error for a fixed mesh size. As argued above, we are then led to suspect that the

convergence problem is related to the nature of the specific data that defines S0.03.

The defect in the S0.03 computations, relative to the S0.06 results, is even more apparent when

one examines the rescaled independent residuals. These are shown in Figs. 5.13, 5.14 and 5.15,

which plot ‖I(t)‖2 for all dynamical variables and at all three resolutions used, and where the

rescaling has been done using (5.10) and (5.11) as appropriate. In each panel, the left and right

plots correspond to the S0.06 and S0.03 calculations respectively. Particularly worrisome is the

fact that for S0.03 the independent residuals for the shift vector components and Π1 are actually

increasing as the resolution decreases (this may not be immediately obvious due to the rescaling,

but is in fact the case). On the other hand, consistent with the measured values of Qh(t), all

independent residuals for S0.06—with the exception of IΠ1 and Iβi—are converging as expected. 41

Finally, although Fig. 5.16 provides some evidence that there is convergence to conservation of

mass and Noether charge for both sets of calculations, it is clear that the rate of convergence for

mass conservation in the S0.03 is indeterminate at best, and that even for the S0.06 computations

41We do not yet understand the difference in the behaviour of IΠ1
relative to the independent residuals for the

other matter variables, but note that there is also a large “glitch” in QΠ1
at early times (see Fig. 5.12) that is almost

certainly related.
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it is not definitively second order, as we can see from Fig. 5.17.

We have already mentioned that these results run counter to our intuition that numerical

calculations of S0.06, with its stronger gravitational fields and steeper scalar field gradients, should

be less accurate than those of S0.03, for any given resolution. Moreover, since S0.03 is less centrally

condensed, the observed lack of convergence cannot be due to any inherent non-smoothness of the

solution relative to the scales of the grids being used. What has been omitted from the analysis

thus far is consideration of the boundary conditions. As discussed in Sec. 2.4.5, Dirichlet boundary

conditions were used for all of the calculations reported in this thesis: this means that the outer

boundary values for all dynamical variables remain unchanged relative to their initial values as the

evolution proceeds. As we argued in that section, Dirichlet conditions can provide a reasonable

approximation to the true boundary conditions—which are to be imposed at spatial infinity—so

long as the boundaries of the computational domain are sufficiently far removed from the region

containing matter. This leads us to suspect that for S0.03 the computational domain defined by

bbox = [−15, 15,−15, 15,−15, 15] is simply not large enough.

Indeed, a closer examination of the t = 3.0 frame of Fig. 5.8, as shown in Fig. 5.18, reveals

a discontinuous wave of scalar matter that originates at the boundaries of the numerical domain

and then propagates inwards. The jump in the solution is estimated to be of the order of 1% of

the central value, φ0. Clearly, this relatively small, but spurious, boundary effect has a dramatic

impact on the measured convergence of the solution. As emphasized at the end of the previous

section, when computing convergence factors and independent residuals, we always assume that

the continuum solution is smooth, and that our discrete approximations are similarly smooth (on

the scale of the mesh). Here we see vividly what can happen to calculated measures of convergence

when this assumption is violated.

The observed propagating discontinuity in the S0.03 calculation can be immediately connected

to the fact that the star has a relatively long tail which extends beyond r = 15. This in turn means

that there is significant dynamical behaviour in the scalar field variables near the boundaries of the

computational domain—in particular at the next-to extremal grid points. Since Dirichlet conditions

are used, the time variation in the function values at these grid points generates the discontinuity

which then travels inwards, eventually contaminating the entire solution.

For S0.06 this effect is much less pronounced, as can be seen from Fig. 5.19. Thus, although there

is without doubt some level of discontinuous behaviour at and near the boundaries in this case,
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the resulting impact on the solution is well below the level of truncation error at the resolutions

used. In other words, we can consider S0.06 as providing another example of an initial dataset that

is “sufficiently smooth”, given the computational domain, discretization parameters and boundary

conditions.

To conclude this section we return to the issue of the anomalous behaviour of the independent

residuals, Iβi , that are associated with the shift vector components (see Figs. 5.13 and 5.14). Here

we argue that the interpretation of the measured values of Iβi requires special attention for the

case of static initial data.

As discussed in Sec. 3.4, a static spherically symmetric spacetime which has a time coordinate

adapted to the time symmetry—as ours is—implies that β(t, xi) ≡ 0. Moreover, the finite difference

approximations we use for the elliptic equations that govern βi, in combination with the multigrid

algorithm that we use to solve the resulting algebraic equations, guarantees that [βi]nijk ≡ 0 satisfies

the discretized elliptic equations, provided that [J i]nijk ≡ 0. Here the [J i]nijk are the grid values

(at discrete time tn) of the components of the 3-momentum, as defined by (2.177). Now, at the

initial time t = t1 = 0 we do have [J i]1ijk ≡ 0, so that [βi]1ijk ≡ 0 as well. However, the subsequent

evolution on the Cartesian grid (xi, yj , zk) generates non-sphericities in the scalar field variables,

which leads to non-zero values for [J i]nijk for any tn > 0. This in turn results in [βi]nijk 6= 0 for any

discrete time tn 6= 0. This fact is clearly illustrated in the plots on the left hand side of Fig. 5.20,

which show ‖βi(t)‖2 from the S0.06 computations performed at discretizations levels 5, 6 and 7.

At any given resolution there is clearly approximately linear growth in the norms of all of the

shift vector components. However, the plots on the right hand side of the figure—which display

values of the norms that have been rescaled by factors 4l−5—show that all of the components are

converging to 0 as O(h2). Thus, although we do not yet understand why the independent residuals

for the shift components fail to scale as expected for static data, it seems clear that the failure is

not related to a convergence problem of the βi themselves.
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Figure 5.8: Snapshots of the time evolution of |φ(t, x, y, 0)| for the static boson star, S0.03, as
computed on the finest grid (shape = [129, 129, 129]). At least to the naked eye, the evolution
appears time independent.



160

Figure 5.9: Snapshots of the time evolution of |φ(t, x, y, 0)| for the static boson star, S0.06, as
computed on the finest grid (shape = [129, 129, 129]). As for the data displayed in Fig. 5.8, the
evolution appears time independent.
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Figure 5.10: Convergence factors Qh(t) of α and ψ for evolutions of the two static configurations
S0.03 (solid black curves) and S0.06 (blue dashed curves). The superior convergence of the S0.06

data at the resolutions used (shape = [33, 33, 33], [65, 65, 65] and [129, 129.129]) is apparent.
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Figure 5.11: Convergence factors Qh(t) of βk for evolutions of the two static configurations S0.03

(solid black curves) and S0.06 (blue dashed curves). As in Fig. 5.10, the superior convergence of
the S0.06 is clear.
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Figure 5.12: Convergence factors Qh(t) of φA and ΠA for evolutions of the two static configu-
rations S0.03 (solid black curves) and S0.06 (blue dashed curves). As in the previous two figures,
better convergence is observed in the S0.06 data. There is, however, a noticeable “glitch” in the
S0.06 results for QΠ1(t) in the interval 1 ≤ t ≤ 3. Although we do not completely understand this
behaviour at the current time, we suspect that spurious reflections from the boundaries may be to
blame.
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Figure 5.13: Rescaled independent residuals, ‖I(t)‖2, for α, ψ and βx from evolutions of the two
static configurations S0.03 (left panels) and S0.06 (right panels). As previously, the residuals were
rescaled using (5.10) so that coincidence of curves computed at different levels of discretization
corresponds to convergence of the residuals at the expected O(h2) rate. Apart from the residuals
associated with βx (as well as βy and βz , see Fig. 5.14), there is strong evidence that I(t) is O(h2)
for the geometric quantities. However, as discussed in the text, spurious boundary effects adversely
impact the convergence of the independent residuals for the S0.03 case.
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Figure 5.14: Rescaled independent residuals, ‖I(t)‖2, for βy, βz and φ1 from evolutions of
the two static configurations S0.03 (left panels) and S0.06 (right panels). Residuals were rescaled
using (5.10) for βy and βz, and (5.11) for φ1. Although there is clear evidence for the expected
O(h) convergence of Iφ1(t) for both calculations, for the case of the shift vector components (and
as in the previous figure), the independent residuals are clearly not O(h2) quantities. However, as
discussed in the text, the continuum static solutions have βi(t, x, y, z) ≡ 0, and Fig. 5.20 provides
clear evidence that for both calculations, all components of the shift vector do converge to 0 as
O(h2). Combined with the results from the test that used generic initial data (Sec. 5.2), this
suggests that the anomalous behaviour of Iβi(t) can be traced to the fact that the βi vanish in the
continuum limit, and, possibly to boundary effects. However, additional investigation is needed to
provide a completely satisfactory explanation of the observed results.
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Figure 5.15: Rescaled independent residuals, ‖I(t)‖2, for φ2, Π1 and Π2 from evolutions of
the two static configurations S0.03 (left panels) and S0.06 (right panels). Residuals were rescaled
using (5.11) for φ1. Except for IΠ1(t), the expected O(h) convergence of the residuals is observed
for the S0.06 data. As previously noted in the caption of Fig. 5.13, and as discussed in detail in
the text, boundary effects produce a deterioration of the convergence of the S0.03 residuals. We
suspect the same effect is at play in the case of IΠ1(t) from the S0.06 calculations.
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Figure 5.16: Plots of the ADM mass MADM(t) and Noether charge QN(t) for S0.06 (left) and
S0.03 (right), and for the three resolutions used in the calculations. “Convergence to conservation”
is observed in both quantities for S0.06, but not for S0.03.
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Figure 5.17: Plots of the rescaled deviations of the ADM mass MADM(t) and Noether charge
QN(t) for S0.06 (left) and S0.03 (right), and for the three resolutions used in the calculations. O(h2)
“convergence to conservation” is evident for the S0.06 data, while for S0.03, the convergence rate is
indeterminate at best.
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Figure 5.18: Magnified view of |φ(3.0, x, y, 0)| (i.e. t = 3.0) from the S0.03 evolution. The jump
in the solution is estimated to be of the order of 1% of φ0 ≡ |φ(0, 0, 0, 0)|.
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Figure 5.19: Magnified view of |φ(3.0, x, y, 0)| from the S0.06 evolution. Here it virtually impos-
sible to visually detect the discontinuity in the scalar field near the computational boundaries.
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Figure 5.20: Left panels: Spatial l2-norms of the shift vector components, ‖βx(t)‖2, ‖βy(t)‖2 and
‖βz(t)‖2 from the S0.06 calculation. Right panels: Values of these l2 norms rescaled using (5.10).
These plots provide strong evidence that despite the issues with the independent residuals Iβi(t)
displayed in previous figures, and discussed in the text, all of the shift vector components are
converging to the continuum limit, βi(t, x, y, z) ≡ 0, as O(h2).
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5.4 Single Boosted Boson Star

In the previous section we tested our code using spherically-symmetric initial datasets representing

single boson stars. Modulo the problems identified when using stars not sufficiently compact

with respect to the size of the computational domain, we observed satisfactory convergence of

the numerical results to static continuum solutions, which in addition to providing a further test

of the PDE code, also established that our procedure for computing the boson star initial data

was working. However, there is one significant piece of our overall process for setting up initial

data for boson stars that has not yet been tested. To evolve configurations describing stars with

non-zero initial velocities—as is done in the next two sections—then once a spherically symmetric

solution for a star has been generated and interpolated to the 3D numerical domain (Sec. 3.6),

an (approximate) Lorentz boost is applied (Sec. 3.7). This section thus reports the results of the

same battery of tests used in the previous section, but now applied to the special case of a boosted

spherically symmetric solution.

We perform the tests on the star S0.06 and maintain the same grid parameters employed in

the previous section: bbox = [−15, 15,−15, 15,−15, 15], using three levels of resolution ranging

from shape = [33, 33, 33] to shape = [129, 129, 129]. The star is boosted in the x-direction with a

boost parameter vx = −0.1. Fig. 5.21 displays some snapshots of |φ(t, x, y, 0)| from an evolution

computed on the finest grid. Careful study of the sequence shows that the star is slowly (relative to

the time scale of the sequence) moving across the computational domain from right to left (i.e. in

the −x direction). A rough numerical estimate of the rate of change of the star’s coordinate position

with respect to coordinate time yields ∆x/∆t ≈ −0.1, consistent with expectations.

Convergence factors, Qh(t), and independent residual norms, ‖I(t)‖2, are shown in the left and

right panels, respectively, of Figs. 5.22, 5.23 and 5.24. Once again, these results provide strong

evidence that the numerical solution is converging to a continuum solution of the PDEs governing

our model, and at the expected O(h2) rate. Additionally, Fig. 5.25 and Fig. 5.26 indicate that both

the ADM mass and the Noether charge are being conserved as h→ 0, and that the deviations from

conservation are also O(h2).

We hope that the results from the extensive and comprehensive set of tests that we have

described thus far in this chapter will have convinced the reader of the following:

• That we have consistently discretized the equations of motion for our model to O(h2) in both
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space and time.

• That our implementation of the resulting finite difference approximation is correct, and pro-

duces convergent (and thus, implicitly, stable) results.

• That our procedures for computing and boosting single boson stars are also correct.

• That convergence testing will reveal situations where the numerical solution has developed

significant non-smoothness on the scale of the mesh.

We now proceed to a discussion of the key numerical calculations in this thesis: those that

involve two boson stars in interaction with one another.
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Figure 5.21: Time evolution of a single S0.06 star which has been boosted in the x-direction
with a velocity parameter, vx = −0.1 (see Sec. 3.7 for a full discussion of the algorithm used
to determine the boosted data). Plotted are snapshots of |φ(t, x, y, 0)| for t = 0.0, 6.0 and 12.8.
Careful inspection of these frames reveals that the star is slowly moving in the −x direction. A
rough numerical estimate of the rate of change of the star’s coordinate position with respect to
coordinate time yields ∆x/∆t ≈ −0.1, consistent with expectations.
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Figure 5.22: Qh(t) (left) and rescaled ‖I(t)‖2 (right) for α, ψ and βx from the boosted S0.06

experiment. Values of the independent residuals norms ‖I(t)‖2 have been rescaled using (5.10).
These plots provide strong evidence of O(h2) convergence for all three of the geometric variables.
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Figure 5.23: Qh(t) (left) and rescaled ‖I(t)‖2 (right) for βy, βz and φ1 from the boosted S0.06

calculations. Values of the independent residual norms ‖I(t)‖2 have been rescaled using (5.10) for
Iβy(t) and Iβz (t) and (5.11) for Iφ1(t). These plots provide strong evidence of O(h2) convergence
for all of βy, βz and φ1.
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Figure 5.24: Qh(t) (left), and rescaled ‖I(t)‖2 (right) for βy, βz and φ1 from the boosted S0.06

calculations. Values of the independent residual norms ‖I(t)‖2 have been rescaled using (5.11).
Here we observe some irregularities in the norms of IΠ1(t) and IΠ2(t) that we suspect may again
be due to our use of Dirichlet conditions on a computational domain whose extent is comparable
to the size of the star. Nonetheless, these plots still provide strong evidence for O(h2) convergence
of the scalar field variables.
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Figure 5.25: ADM mass MADM(t) (left) and Noether charge QN (t) (right) for the boosted S0.06

calculation. These plots suggest that both the ADM mass and Noether charge are conserved as
h→ 0.

Figure 5.26: Rescaled deviations of ADM mass (left) and Noether charge (right), relative to
their initial values, for the boosted S0.06 calculation. The deviations were rescaled using (5.13) and
(5.14). Although it seems evident that the computed Noether charge is converging to a conserved
value as O(h2), the convergence rate for MADM cannot be determined with certainty using the
available data.
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5.5 Head-on Collision of Two Boson Stars

In this section we report the results from an numerical experiment describing the head-on collision

of two boson stars which are initially boosted towards one another. We note that head-on collisions

of self-gravitating boson stars have been investigated previously by other researchers. The prior

studies include work by: Choi [173, 174] who implemented an axisymmetric Newtonian code, 42

Balakrishna [6], using a 3D fully relativistic code, Lai [128] who used a fully general relativistic,

but axisymmetric code, Palenzuela et al [9], using a 3D general-relativistic code, and most recently

Choptuik and Pretorius [130] who used an axisymmetric general-relativistic code. One particularly

interesting effect that Choi first demonstrated for the Newtonian case is so-called “solitonic be-

haviour”, wherein upon collision the stars interpenetrate and effectively pass through one another,

emerging from the interaction relatively unscathed. Subsequently, this behaviour has also been

seen in the general relativistic calculations reported in [128] and [130]. Here we show that the

solitonic effect is also present within the context of our current model, which in some loose sense

is an intermediary between the purely Newtonian and fully general relativistic calculations.

The experiment was prepared as follows. First, we adopted a discrete domain defined by

bbox = [−50, 50,−25, 25,−25, 25]. Note that this yields a computational volume with an x : y : z

aspect ratio of 2 : 1 : 1, and that the coordinate extent in the y and z directions is roughly double

that used in the calculations reported in previous sections. This last point is important since the

star configuration that we used in the collision is relatively extended, so we needed to be careful

to ensure that our calculations were not significantly affected by the boundary-discontinuity issue

described in Sec. 5.3.

Next we generated initial data for the star S0.02 (i.e. a star with central field modulus φ0 = 0.02)

and the star S0.03. Both solutions were then interpolated onto the 3D numerical domain with centres

at (25, 0, 0) and (−25, 0, 0), respectively. The stars were then given boosts in the x direction having

equal magnitudes but opposite senses: v1
x = −0.4 and v2

x = 0.4. This of course results in an initial

configuration in which the stars are already approaching one another with a significant relative

velocity.

The computations performed in this section were made using three different grid resolutions.

Let the grids be denoted by G1, G2, and G3, where G1 is the coarsest and G3 is the finest mesh,

42This required the solution of the Schrödinger equation for the complex scalar field, and the Poisson equation for
the Newtonian gravitational field.
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the associated shape parameters are given by:

G1 : shape1 = [129, 65, 65], (5.18)

G2 : shape2 = [161, 81, 81], (5.19)

G3 : shape3 = [193, 97, 97]. (5.20)

Fig. 5.27 shows the time evolution of |φ(t, x, y, 0)|), 0 ≤ t ≤ 125 as calculated on the grid G3,

using the initial data described above. Significant direct interaction of the stars begins at t ≈ 40,

and by t = 55 it is essentially impossible to identify two distinct objects. The period of strong

interaction—during which “interference patterns” are clearly visible—persists until t ≈ 100. The

stars then emerge from the collision with their initial shapes roughly preserved, and continue to

propagate until the end of the calculation.

During the period of interaction, the scalar field modulus reaches a maximum value |φ(t, x, y, z)|

≃ 0.059. In addition, the stars come out of the collision with an estimated average coordinate

velocity ∆x/∆t ∼ 0.24. The rescaled l2 norms of the independent residual, Iφ1(t), for the scalar

field component, φ1, are plotted in Fig. 5.28. They provide validation of the computation since

they are converging at the expected O(h) rate.

Given the previous observations of the solitonic nature of head-on boson stars in fully general

relativistic cases, the results of this experiment can be interpreted as providing qualitative evidence

that the CFA is capturing at least some of the essential physics described by a solution of the full

Einstein-Klein-Gordon equations. However, we must again note that Newtonian calculations also

yield the same type of behaviour. Thus, without some sort of direct comparison with fully general

relativistic results, our computations should be viewed as providing a relatively weak validation of

the suitability of the CFA as a replacement for the Einstein equations in the treatment of head-on

collisions of boson stars.

Finally, we note that the initial conditions used in this section have y → −y and z → −z

symmetries. As we have mentioned previously, these were not exploited in this (or any other)

calculation. However, in this case we have estimated how well the reflection symmetry y → −y is

maintained during the evolution. Results of this test are shown in Fig. 5.29, which suggest that, at

any of the resolutions used, the maximum deviation from exact symmetry in a typical dynamical

variable—|φ| in this instance—was about 1 part in 106.
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Figure 5.27: Head-on Collision of Boson Stars: Solitonic Dynamics. This figure shows a series
of snapshots from the time evolution of |φ(t, x, y, 0)|, for 0 ≤ t ≤ 125. The initial configuration
describes two different boson stars, S1

0.02 and S2
0.03, centred at (25, 0, 0) and (−25, 0, 0), respectively,

and boosted with velocity parameters v1
x = −0.4 and v2

x = 0.4. At time t ≈ 40, the stars are
interacting substantially, and by t = 55 it is virtually impossible to identify the individual stars.
During this interaction epoch “interference patterns” that are characteristic of boson star collisions
of this type are evident. By t ≈ 100 the period of interaction has essentially concluded and
distinct star-like configurations can again be identified. The stars emerge with their shape roughly
preserved—thus exhibiting “solitonic” dynamics—and continue to propagate in the directions of
their respective original boosts.



182

Figure 5.28: This figure shows the rescaled l2 norms of the independent residuals, ‖Iφ1(t)‖2,
from the calculation of the head-on collision of S1

0.02 and S2
0.03. The plot focuses on the time

interval 50 ≤ t ≤ 100, when the interaction between the stars is strongest. The blue, red and black
curves correspond to runs using grids G1, G2 and G3 (see text), which had mesh scales h1, h2

and h3, respectively. The red and black values have been rescaled by factors of h1/h2 and h1/h3

respectively, and the near-coincidence of the curves shows that the independent residuals are O(h),
as expected.
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Figure 5.29: Head-on Collision of Boson Stars: y → −y Symmetry Assessment. This fig-
ure plots a measure of the extent to which our code breaks the y → −y symmetry that is ex-
pected in the continuum limit for the head-on collision of S1

0.02 and S2
0.03. Specifically, we define

∆φ(t, x) ≡ |φ(t, x, 5, 0)|−|φ(t, x,−5, 0)| and then plot ‖∆φ(t, x)‖2, where the norm is taken over the
remaining spatial coordinate, x. Blue, red and black curves correspond to calculations onG1 (coars-
est resolution), G2 and G3 (finest resolution), respectively. The maximum value of |φ(t, x, 5, 0)|
attained during the computation is about 10−2. We thus conclude that our code preserves the
y → −y symmetry to about a part in 106 for this particular set of calculations.
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5.6 Orbital Dynamics of Two Boson Stars

In this section we summarize what we consider to be the most interesting and important calculations

that we have performed with our code to date. We focus on dynamics that involves two identical

boson stars—S0.02—but now set initial data so that, at least initially, some form of orbital motion

results. The stars continue to be centred in the z = 0 plane, but at t = 0 have centres on the y

axis which are equidistant from the origin. We then give the stars initial boosts in the x direction

which are of equal magnitude, vx, but of opposite sign. By adjusting the size of vx, we can produce

evolutions that lead to one of three distinct end states, as already summarized in the introductory

section of this chapter. Specifically, we have run calculations for vx = 0, 0.03, 0.05, 0.07, 0.08,

0.09, 0.1 and 0.11. From this sequence of computations, and again noting that we used stars

with φ0 = 0.02, we have identified approximate ranges for vx associated with the three types of

behaviour:

1. Long-lived orbital motion: 0.09 ≤ vx ≤ 0.11.

2. Merger of the stars that results in a conjectured rotating and pulsating boson star: 0.07 ≤

vx < 0.09.

3. Merger of the stars that leads to the conjectured formation of a black hole: 0 ≤ vx < 0.07.

Following a description of the computational setup used for our parameter survey (in vx), we

will proceed to discuss representative examples from each class in some detail.

All the calculations documented in this section were performed on a computational domain

defined by bbox = [−60, 60,−60, 60,−60, 60], and all were made using four different grid resolutions.

Denoting the grids G1, G2, G3 and G4, where G1 is the coarsest mesh and G4 is the finest, the

corresponding shape parameters are given by:

G1 : shape1 = [65, 65, 65], (5.21)

G2 : shape2 = [81, 81, 81], (5.22)

G3 : shape3 = [97, 97, 97], (5.23)

G4 : shape4 = [113, 113, 113]. (5.24)
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As usual, there is a z → −z symmetry in the computations, and the plots that are displayed were

generated from z = 0 cuts of the full 3D solutions. The two identical stars, S1
0.02 and S2

0.02, are

initially centred at C1 = (0, 20, 0) and C2 = (0,−20, 0), and given boosts in the x direction with

v1
x = −vx and v2

x = vx. We emphasize that vx is being treated as a control parameter for our

experiments: in particular, the only difference in parameter settings for the three cases described

below is the value of vx that is used.

5.6.1 Case 1: vx = 0.09—Long Lived Orbital Motion

Results from this calculation are shown in Figs. 5.30–5.35. Fig. 5.30 displays a series of snapshots

of |φ(t, x, y, 0)| for 0 ≤ t ≤ 4211. During this period of coordinate time the stars orbit one another

about 2 1
4 times. The orbit is slightly eccentric, as can be seen from Fig. 5.31 which shows the

orbital trajectory of the centre of each star (defined to be the position of the local maximum

of |φ(t, x, y, 0)|). We note, however, that we have not yet made any attempt to estimate the

eccentricity. Detailed examination of the trajectories suggests that the orbit is also precessing. Since

orbital precession is a purely general relativistic effect (assuming that the stars remain spherical in

their respective rest-frames) this qualitative result provides additional encouraging evidence that

the CFA is capturing some of the key physical effects that one would see in a solution of the full

Einstein equations. It would therefore be very interesting to attempt to quantify the observed

rate of precession and compare it to the value obtained (or estimated) from a general relativistic

calculation. This, however, is something that remains to be done.

Plots of the l2 norms of two of the independent residuals—Iφ1(t) and Iα(t)—from the compu-

tations performed on the four different grids are shown in Figs. 5.32–5.35. Here, and for all of the

remaining figures in this chapter, the colours green, blue, red and black are used for quantities com-

puted on grids G1, G2, G3 and G4 respectively. Additionally, and in contrast to the corresponding

plots in Secs. 5.2–5.4 we have not scaled the independent residuals in this section or the next, as the

resulting graphs are difficult to interpret (exceptions are Fig. 5.33 and Fig. 5.35). Nonetheless, a

detailed quantitative examination of the residuals, such as that provided by Fig. 5.33 and Fig. 5.35,

reveals that the independent residuals are converging at the rates expected.
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5.6.2 Case 2: vx = 0.07—Formation of Pulsating & Rotating Boson Star

Results from this calculation are summarized in Figs. 5.36–5.38. Fig. 5.36 shows a series of surface

plots of |φ(t, x, y, 0)| for 0 ≤ t ≤ 2089, while Fig. 5.37 shows trajectories of the stars prior to their

merger. In this case orbital motion persists for a little less than one half of a full rotation before the

stars graze one another. This is followed by a rapid “plunge” phase which leads to the formation of

what we conjecture to be essentially a single spinning and pulsing boson star, with a central field

modulus φ0 ≃ 0.05.

As usual, we monitor independent residuals to ensure that our calculations are reliable, and

Fig. 5.38 shows the l2 norm of Iα(t). We first note that the plot shows that Iα is tending to 0 as the

mesh spacing decreases. However, it is also clear from the figure that the convergence deteriorates

at later times, especially once the stars have merged. Indeed, the apparent divergence of Iα(t) on

G1 (green) and G2 (blue) for t & 500 is a clear indication that the numerical solutions computed

on those grids are not trustworthy once the collision has occurred. In addition, the merger results

in the ejection (radiation) of a significant amount of scalar matter. Some of this ejecta hits the

outer computational boundary and, due to our use of Dirichlet boundary conditions, is largely

reflected back into the solution domain. These spurious reflections eventually contaminate the

entire calculation, so that even though the solution may still exhibit convergence as measured via

independent residuals, the physical interpretation at late times is dubious at best.

5.6.3 Case 3: vx = 0.05—Formation of a Black Hole

Results from our last numerical experiment are shown in Figs. 5.39–5.41: here the initial boost

parameter is vx = 0.05. As usual, we start with surface plots of |φ(t, x, y, 0)|, this time on the

interval 0 ≤ t ≤ 411. Following a very brief period of orbital motion, the two stars quickly plunge

towards one another and merge, as can clearly be seen in the trajectory plots shown in Fig. 5.40.

In this case we believe that the evolution results in the formation of a single black hole. This

hypothesis could best be tested by looking for marginally trapped surfaces [120] in our data—that

is, surfaces with S2 topology for which the divergence of outgoing null geodesics emanating from

the surface vanishes. If such a surface was located, then, assuming cosmic censorship [120] holds,

we could infer that the data described is a black hole. However, at the current time we have

not implemented this approach. Instead, our conjecture is based on the behaviour of the metric

functions in the central interaction region. For example, the lapse function attains extremely small
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values in that part of the solution domain, effectively freezing the evolution there. This “collapse

of the lapse” is a very well known feature of maximal slicing and is usually correlated with the

formation of a black hole.

However, we must emphasize that various indicators—such as the plot of the independent

residuals for the lapse function shown in Fig. 5.41—strongly suggest that the results for this specific

choice of vx are not trustworthy for times t & 380, even on the finest grid used. At later times

the matter is highly centrally condensed, and, assuming that collapse to a black hole is occurring,

would become increasingly so as the evolution proceeded. Thus, only a substantial increase in

resolution in the interaction region would allow us to provide a definitive answer concerning the

end state of members of this class of initial data.

Finally, since code “crashes”—due to floating point overflows, for example—are rather frequent

occurrences in numerical relativity calculations, we should point out that our code did not “crash”

at late times for this configuration (or for any other simulation reported in this thesis, for that

matter). Rather, we simply stopped the evolution at a coordinate time when, even on the finest

grid, the solution was obviously very poorly resolved.



188

Figure 5.30: This figure shows a series of snapshots of |φ(t, x, y, 0)| for 0 ≤ t ≤ 4211 from a
calculation describing long lived orbital motion of two identical boson stars. The two stars, S1

0.02

and S2
0.02, are initially centred at C1 = (0, 20, 0) and C2 = (0,−20, 0) and boosted with parameters

vx = −v(1)
x = v

(2)
x = 0.09. During this period of time that is displayed, the stars execute about

2 1
4 orbits, and the maximum value of |φ(t, x, y, 0)| remains approximately constant during the

evolution.
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Figure 5.31: Long lived orbital motion: stellar trajectories. This figure shows trajectories of the
two stars, S1

0.02 and S2
0.02, as they orbit one another during the coordinate time interval 0 ≤ t ≤

4500. Each red or blue dot represents the local maximum of |φ(t, x, y, 0)| at a particular instant
of time. The orbit is slightly eccentric and is apparently precessing with time. In this and other
figures of this type, in order to provide some sense of the size of the stars we have also plotted
circles that approximately delimit the stellar surfaces. Specifically, the solid and dashed lines have
radii R99 (containing 99% of MADM) and R95 (containing 95% of MADM), respectively.
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Figure 5.32: Long Lived Orbital Motion: ‖Iφ1(t)‖2. This figure shows the l2-norm of the in-
dependent residuals Iφ1(t) for 0 ≤ t ≤ 4500. During this interval of coordinate time the stars
perform about 2 1

4 orbits. Residuals plotted with green, blue, red and black dots were computed
using grids G1 (coarsest resolution), G2, G3 and G4 (finest resolution), respectively, with specific
grid parameters defined in the text. Note that these residuals have not been rescaled. The plots
provide strong evidence of convergence of the independent residuals as h→ 0.
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Figure 5.33: Long Lived Orbital Motion: Rescaled ‖Iφ1(t)‖2. This figure shows the same inde-
pendent residuals displayed in Fig. 5.32, but on the shorter time interval 0 ≤ t ≤ 20, and with
scaling factors h1/h2, h1/h3, and h1/h4 multiplying the values computed on G2 (blue), G3 (red)
and G4 (black), respectively. The expected O(h) convergence of the residuals is apparent.
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Figure 5.34: Long Lived Orbital Motion: ‖Iα(t)‖2. This figure shows the l2-norm of the inde-
pendent residuals Iα(t) for 0 ≤ t ≤ 4500, and as computed on grids G1 (green, coarsest resolution),
G2 (blue), G3 (red), and G4 (black, finest resolution). As with Fig. 5.32, these residuals have not
been rescaled. Once more, the plots strongly suggest convergence of the independent residuals as
h→ 0.
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Figure 5.35: Long lived Orbital Motion: Rescaled ‖Iα(t)‖2. This figure shows the same indepen-
dent residuals displayed in Fig. 5.34, but on the shorter time interval 0 ≤ t ≤ 20, and with scaling
factors (h1/h2)

2, (h1/h3)
2, and (h1/h4)

2 multiplying the values computed on G2 (blue), G3 (red)
and G4 (black), respectively. The O(h2) convergence rate expected for all the residuals associated
with the metric variables is apparent.
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Figure 5.36: This figure displays a series of surface plots of |φ(t, x, y, 0)| for 0 ≤ t ≤ 2089, from a
calculation in which two identical stars, S1

0.02 and S2
0.02, are initially centred at C1 = (0, 20, 0) and

C2 = (0,−20, 0), and boosted with parameters vx = −v(1)
x = v

(2)
x = 0.07. The stars subsequently

execute somewhat less than half of an orbit before they graze one another. A quick “plunge” phase
follows, leading to the formation of a (conjectured) pulsating and rotating boson star characterized
by a central field modulus φ0 ≃ 0.05.
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Figure 5.37: Formation of Pulsating and Rotating Boson Star: Trajectories. This figure shows
the trajectories of the stars S1

0.02 and S2
0.02 for the computation described in the caption of Fig. 5.36.

Each red or blue dot plots the position a local maximum of |φ(t, x, y, 0)| at a particular instant of
time. Here the tracks clearly reveal a short period of orbital motion which is followed by a rapid
“plunge” and merger of the stars.
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Figure 5.38: Formation of Pulsating and Rotating Boson Star: ‖Iα(t)‖2. This figure shows
the l2-norm of the independent residual Iα(t) for the calculation described in Fig. 5.36. We note
that the residuals have not been rescaled in this case, but that the values computed on grids G1

(green, coarsest resolution), G2 (blue), G3 (red), and G4 (black, finest resolution) do seem to be
converging to 0 as h → 0. However, it also clear that there is a qualitative change in the nature
of the independent residuals computed on G1 and G2 once the collision has occurred at t ∼ 500.
This is a good indication that the calculations on those relatively coarse meshes are not reliable
for t & 500.
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Figure 5.39: This figure displays a series of surface plots of |φ(t, x, y, 0)| for 0 ≤ t ≤ 411, from
a calculation in which two identical stars, S1

0.02 and S2
0.02, are initially centred at C1 = (0, 20, 0)

and C2 = (0,−20, 0), and boosted with parameters vx = −v(1)
x = v

(2)
x = 0.05. As with all previous

plots of this type, the specific results visualized were computed on the finest grid, G4, which has
shape = [113, 113, 113]. In this case, the stars rapidly approach each other, and, after a plunge and
merger phase, apparently undergo gravitational collapse to form a single black hole. At t = 411
the maximum value of |φ(t, x, y, z)| (the height of the “spike” in the last frame) is ≃ 0.06, and
even larger values—|φ(t, x, y, z)| & 0.14—are seen at later times. We note that as can be verified
from Fig. 3.2, such large values are associated with boson stars on the unstable branch. It thus seems
plausible that the evolution will lead to black hole formation, but computations with considerably
more resolution in the central, strongly interacting region would be required to test this hypothesis.
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Figure 5.40: Formation of a Black Hole: Stellar Trajectories. This figure shows the trajectories
of the stars S1

0.02 and S2
0.02 from the calculation described in the caption of Fig. 5.39, and during

the coordinate time interval 0 ≤ t ≤ 1500. Once more, each red and blue dot represents a local
maximum of |φ(t, x, y, 0)| at a particular instant of time. The resulting tracks show a rapid plunge
of the stars towards one another, resulting in a merger that we believe ends in black hole formation.
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Figure 5.41: Formation of a Black Hole: ‖Iα(t)‖2. This figure shows the l2-norm of the indepen-
dent residuals Iα(t) for the calculation described in the caption of Fig. 5.39. The residuals have
not been rescaled. At early times, the residual values computed on grids G1 (green, coarsest reso-
lution), G2 (blue), G3 (red), and G4 (black, finest resolution) once more appear to be converging
to 0 as h → 0, However, for t & 400, when we suspect that gravitational collapse to a black hole
would result if the finite difference resolution was high enough, we see an obvious deterioration in
the convergence of the residuals computed on all grids. We interpret this as a clear indication that
none of the computations are reliable for t & 400.



200

5.7 Discussions and Further Developments

It is worth noting that the second and third experiments discussed in the previous section are

qualitatively consistent with some of the results reported by Palenzuela et. al. in [10]. Those

authors have implemented a fully general relativistic 3D code for the Einstein-Klein-Gordon system,

and have also performed calculations in which the initial data contains two identical spherically

symmetric boson stars that have been given equal but opposite boosts. One of the calculations

discussed in [10] is quite similar in setup to our vx = 0.07 calculation described in Sec. 5.6.2,

in which the final state appears to be a pulsating and rotating boson star. The specific stars

Palenzuela and collaborators used in that case each had an ADM mass, MADM = 0.5, while the

ones used here (S0.02) had MADM ≃ 0.475. They also positioned their stars so that, at least in

coordinate space, they were closer to one another at the initial time than ours were. Defining d to

be the coordinate separation of the centres of the stars, they took d = 32. On the other hand, we

chose d = 40 so that our stars—which have R99 ∼ 17.25—were essentially completely separated at

t = 0. These differences in the initial configurations are relatively minor, so we feel that a general

comparison of our results with theirs is not unreasonable. Specifically, they identified the end state

of their evolution as a spinning “bar” configuration, accompanied by dispersal of scalar matter,

and this at least roughly agrees with the interpretation of our end state as a spinning and pulsing

star. In addition, the range of values of the boost parameter, vx, that led to black hole formation

in their calculations, namely 0 ≤ vx < 0.04, is in rough agreement with our findings, where we

conjecture that black hole formation occurs for 0 ≤ vx < 0.07.

Palenzuela et. al. also report a very interesting case in which the stars merge into a transient

single lump of scalar field from which two configurations of approximately the same form as the

initial stars eventually emerge, and propagate away from one another. We have not observed any

behaviour of this type in the calculations we have done with our code thus far.

Arguably, the most novel of the results presented here are those that describe long term orbital

motion. To our knowledge, the calculations reported in Sec. 5.6 are the first in which more than

two orbits of a binary boson star have been simulated. Furthermore, we have noted that there is

strong evidence of orbital precession, which indicates that our model has captured some of the key

physical effects predicted by general relativity.

We note that one of the original motivations for this work was to see whether the compression

effect reported by Wilson and Mathews [16, 17, 18, 19, 20, 21, 23, 25, 26] for the case of binary
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neutron star inspiral (and using the conformally flat approximation with maximal slicing) was

present in our boson star analog of that setup. In this regard our current results are inconclusive.

In one calculation, where the boost parameter was vx = 0.08, there did appear to be compression

of the stars as they orbited. However, this is another case where significantly higher resolution

is needed to provide a clear answer. Moreover, should something like the Wilson-Mathews effect

be convincingly seen in our calculations, we would want to vary the scalar field self-interaction

potential, U(|φ0|2) to see what impact that had on the results. Here the key point is that the

reported compression effect for the case of fluid stars depends on the equation of state that is

adopted.

We conclude this chapter with a few comments concerning future plans for improvements and

extensions of our code. The most pressing issue is clearly that of getting adequate finite-difference

resolution for those instances where the boson stars interact strongly, and especially when black

holes appear to be forming. This is simply not possible given that our current code uses a single

uniform mesh, and only runs on one processor. We therefore plan to parallelize the code but,

perhaps more importantly, to incorporate adaptive mesh refinement (see, for example, the classic

paper by Berger and Oliger [152]), so that the increased resolution can be concentrated where it is

needed. In fact, using the AMRD/PAMR software infrastructure developed by Pretorius [177, 178],

we have already developed a version of the code that should both run in parallel (with good

scaling on up to 100’s of processors) and provide AMR. However, this implementation is still being

debugged and tested.

A second component of our algorithm that obviously needs improvement is the treatment of the

boundary conditions. As discussed in Sec. 2.4.5 a (formally) exact implementation of the physical

boundary conditions could be achieved through compactification of the spatial domain. Although

it is promising, this approach would require the development of a more sophisticated multigrid

solver, capable of efficiently solving highly anisotropic equations, and doing so in parallel. This will

not be an easy task. Given that we are incorporating AMR into our code—which should allow us

to substantially extend the boundaries of the computational domain—we feel that it would be most

fruitful at this time to implement the strategy described in Sec. 2.4.5, which uses mixed (Robin)

conditions based on known falloff behaviour for the metric variables, and Sommerfeld conditions

for the scalar field unknowns.

We end by emphasizing that the experiments described above represent only a start of a thor-
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ough investigation of the multi-dimensional parameter space of boson star orbital dynamics. We

hope that once we have implemented the improvements just discussed, we will be able to use our

code to survey this space at significantly lower computational cost relative to fully general rela-

tivistic calculations. Ideally, this survey would identify regions of parameter space that warrant

more detailed investigation using codes that solve the full Einstein equations.
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Chapter 6

Conclusion

The main new work presented in this thesis involved the implementation of a finite-difference code to

solve a nonlinear system of elliptic-hyperbolic partial differential equations in 3 space dimensions

plus time. The PDEs describe the evolution of a self-gravitating massive complex scalar field,

where the gravitational interaction is given by the conformally flat approximation of the Einstein

equations. This code was thoroughly tested to establish overall correctness of the implementation

(in particular, consistency with the continuum PDEs), and was shown to generate results that

converge to the continuum limit at the expected rate in the mesh spacing. The implementation

was then used to study interactions between two boson stars.

In simulations of head-on collisions, we observed the same type of solitonic behaviour that

has been seen in previous computations using this type of matter [173, 174, 128, 130]. We also

performed a preliminary survey of orbital dynamics of boson star binaries, finding evidence for

three distinct end states: a long-lived, precessing elliptic orbit, merger of the two stars into a final,

more compact boson star, and merger that we conjecture produces a black hole. These results are

consistent with the findings of Palenzuela and collaborators [10], who solved the full Einstein-scalar

system. This concordance suggests that the CFA may be sufficiently accurate to capture at least

some of the key features of general relativistic dynamics, even in fully 3D scenarios.

The major weakness of our current code is its limited resolution. For many of the runs we have

described, the resolution was sufficient for us to be confident that our modeling was capturing the

key physics exhibited in the evolutions. However, in other instances, and especially in those cases

where we suspect that black holes are forming, the calculations are not reliable at late integration

times, and only a substantial increase in resolution will fix this flaw. As we have already discussed,

we are currently working on a parallel, adaptive version of the code that should provide this fix.

Determining conditions under which the CFA does or does not provide a good approximation

of general relativity is another research priority. Ultimately, this pursuit may even be able to shed

some light on the elusive issue of identifying the true dynamical (radiative) degrees of freedom of
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Einstein’s theory.
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Appendix A

BSIDPA—Boson Star Initial Data Function in

Polar Areal Coordinates

bsidpa is a freely available43 FORTRAN 77 subroutine that generates numerical solutions describ-

ing static, spherically symmetric boson stars as described in Chap. 3 (the reader should refer to

that chapter for details concerning notation, definitions of functions used below, etc. which will

not be repeated here). The routine name is an acronym for Boson Star Initial Data in Polar-

Areal coordinates. bsidpa has been written so that the user can specify a general polynomial

self-interaction potential, U(φ0(R)), for the scalar field:

U(φ0) =

pn
∑

i=1

piφ
i
0 , (A.1)

where pn is the degree of the interaction polynomial, and the coefficients pi, i = 1, 2, . . . pn are

user-supplied. Note that pn = 2, with p1 = 0 and p2 = 1, is the case considered in this thesis.

In other words, the potential only has a mass term, which leads to static configurations that are

sometimes called mini boson stars. As detailed in Chap. 3, for any given potential, the static

boson stars form a one-parameter family, and it is convenient to use the central value of φ0(r)—

i.e. φ0(0)—as the family parameter. We also recall that the ODE system (3.49)–(3.52) (hereafter

often referred to as “the ODEs”), which bsidpa solves numerically using the lsoda integrator

from ODEPACK [180], constitutes an eigenvalue problem, with eigenvalue (eigenfrequency) ω =

ω(φ0(0)). Thus, another key input to bsidpa is the central field value, φ0(0). If the user knows

the corresponding eigenfrequency, that can also be supplied. However, if ω is not known for the

given value of φ0(0), bsidpa will attempt to compute it using a bisection algorithm. The bisection

is based on the observation that, generically, as R → ∞ we have φ0(R) → ∞ for ωhi < ω, while

φ0(R) → −∞ for ωlo > ω 44. In this latter case, the user can either supply an initial bracket

43bsidpa and supporting routines are maintained in the UBC numerical relativity group’s ftp repository [179].
44Observe that in Chap. 3 we used a notation such that ω

−
≡ ωhi and ω+ ≡ ωlo.
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[ωhi, ωlo] such that ωhi ≤ ω ≤ ωlo, or bsidpa can attempt to locate such a bracket automatically.

A typical invocation of bsidpa is illustrated by the following fragment of FORTRAN 77 code:

...

integer sht, n, pn, pt, dft, tail_type

real*8 phi0, rmax, lsoda_tol, w_tol, dr, whi, wlo, wshoot, wresca

real*8 a(n), alpha(n), phi(n), pp(n), m(n), zr(n), r(n)

real*8 p(pn)

...

call bsidpa(a,alpha,phi,pp,m,zr,r,p,phi0,rmax,lsoda_tol,w_tol,dr,

& whi,wlo,wshoot,wresca,sht,n,pn,pt,dft,tail_type)

...

The various arguments to the routine can be classified as being either inputs or outputs. Further,

some input arguments are required, while others are “optional”, in the sense that a flag can be set

so that they are assigned default values. 45

Input Arguments

The following input arguments must be supplied:

phi0: The central value of the scalar field, φ0(0)

rmax: The range of the integration: i.e. the ODEs are integrated from R = 0 to R = rmax.

pt: The potential type. Currently, the only valid value for pt is

• pt = 1 : Polynomial potential as given by (A.1).

p(pn): real*8 vector of length pn defining the coefficients pi of the polynomial potential.

n: Number of grid points in the interval 0 ≤ R ≤ rmax at which to compute the solution

of the ODEs. Specifically, the solution will be computed at Rj ≡ (j − 1)∆R , j = 1, 2 . . . , n,

where ∆R ≡ rmax/(n− 1).

45Note, however, that since FORTRAN 77 has no provision for subprograms with varying-length argument lists,
any invocation of bsidpa must have exactly 23 arguments
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sht: Flag that controls how the eigenfrequency, wshoot, is to be determined by bsidpa.

Valid values are as follows:

• sht = 0 : User supplies wshoot.

• sht = 1 : Routine uses a shooting technique and bisection to determine wshoot to

within the user-specified tolerance w tol (see below). Also see documentation of dft

below which controls whether the routine or user is responsible for determining an initial

bracket for wshoot.

wshoot: Solution eigenfrequency as defined above. Note: for sht = 0 this is an input

argument, while for sht = 1 it is an output argument.

dft: Flag that controls use of default values for “optional” arguments as follows:

• dft = 0 : Routine uses default values for lsoda tol, w tol, dr, whi and wlo.

• dft = 1 : Routine uses default values for dr, whi and wlo; user must supply values for

lsoda tol and w tol.

• dft = 2 : User must supply values for lsoda tol, w tol, dr, whi and wlo.

The “optional” input parameters as well as their default values, are defined as follows:

lsoda tol: lsoda tolerance parameter. lsoda will attempt to keep the local error in the

solution of the ODEs below this value. Default: lsoda tol = 10−10.

w tol: Tolerance for computation of the eigenfrequency estimate, wshoot. The bisec-

tion/shooting algorithm stops when |ωlow − ωhi| ≤ w tol. Default: w tol = 10−9

dr: Solution output interval used by bsidpa when the algorithm is determining a bracket for

the eigenvalue wshoot. It is useful to be able to set dr independently of the value ∆R defined

from rmax and n (see above) since if the estimate wshoot is sufficiently poor, lsoda may fail

on the interval 0 ≤ R ≤ ∆R. In this case, setting dr ≪ ∆R may aid in the bracket-locating

process. Default: dr = 10−4.

[whi,wlo]: Values defining the initial bracket for eigenfrequency wshoot, and which should

thus satisfy whi ≤ wshoot ≤ wlo. More specifically, for ω = whi and wlo, respectively

the solution φ0(R) should tend to +∞ and −∞, respectively, for large R. bsidpa does



222

have an algorithm encoded to automatically look for an appropriate bracket, but this must

be used with caution. Automatic bracketing becomes particularly difficult in cases where

eigenfrequencies corresponding to the ground state, and one or more of the excited states,

are close to one another. That can happen, for example, when one or more of the potential

coefficients, pi, are large. When performing parameter space surveys in such instances, it is

recommended that a continuation method be used, whereby an initial bracket for a solution

with φ0(0) + δφ0(0) is given by [ω(φ0(0)) − δω, ω(φ0(0)) + δω], and where δφ0(0) and δω

are adjusted as necessary to ensure proper bracketing. Default: [whi, wlo] = [1.00, 1.01]

(appropriate for a mini boson star with m = 1 (p1 = 0, p2 = 1) and φ0(0) = 0.01).

tail type: Flag for controlling what closed form expression is used to define φ0 at large

values of R, via a fitting procedure to the numerical solution of the ODEs. Currently, only

tail type = 1 is implemented, which results in a fit to

T1(R) = A exp(−BR) , (A.2)

where A and B are coefficients determined from the fit.

Output Arguments

bsidpa returns the following output arguments, all of which are vectors of length n:

r(n): The areal coordinate, R.

a(n): The computed radial metric function, a(R).

alpha(n): The computed lapse function, α(R), rescaled so that limR→∞ α(R) = 1.

phi(n): The computed scalar field modulus, φ0(R).

pp(n): The computed derivative of the scalar field modulus, Φ0(R).

m(n): The mass aspect function m(R) ≡ R(1 − a(R)−2)/2.

zr(n): The “compactness function” z(R) ≡ 2m(R)/R. This function provides a measure of

how gravitationally compact a given star is.

wresca: Rescaled value of ω.
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Tab. A.1 lists eigenfrequencies calculated using bsidpa for a sequence of values of the family

parameter, φ0(0), for the case U(φ0) = (φ0)
2. Various properties of these stars are given in

Tab. A.2. These include the cutoff radius, Rcutoff , the derivative of m(R) at the cutoff, the ADM

mass, MADM, and the two measures of the stellar radius, R99 and R95, that were defined in Sec. 3.4.

Note that the contribution to the total mass from the tail is negligible in all cases. Tab. A.3 lists

additional properties including minR α(R), maxR a(R), maxR z(R), the radius, Rmaxz , at which

z(R) attains its maximum, and the Schwarzschild radius, RS ≡ 2MADM, associated with each star.

The values of maxR z(R) are particularly noteworthy, clearly showing that the overall gravitational

field of the stars gets stronger as φ0(0) increases.

φ0(0) wshoot wresca

0.005 1.01173913657665 0.987921656870952
0.006 1.01414229214191 0.985551416322374
0.007 1.01656427949667 0.983196152260810
0.008 1.01900526873767 0.980855788252950
0.009 1.02146543309092 0.978530270851457
0.01 1.02394494622946 0.976219519074950
0.02 1.04984409445897 0.953910295230624
0.03 1.07788555219769 0.933010708580807
0.04 1.10828046126291 0.913467522154004
0.05 1.14126635619905 0.895235350281201
0.06 1.17711107464507 0.878276194485022
0.07 1.21611731750891 0.862559036385476
0.08 1.25862797105685 0.848059515066958
0.09 1.30503232180141 0.834759601661149

Table A.1: Central scalar field values and eigenfrequencies for mini boson stars (i.e. for boson
stars with interaction potential U(φ0) = (φ0)

2). Listed are bare and rescaled values of the eigenfre-
quency, wshoot and wresca, respectively, for a sequence of central scalar field values, φ0(0). The
calculations were performed using rmax = 100, n = 216 + 1, dr = 10−4, and default values for all
other parameters.
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φ0(0) Rcutoff dm/dR|Rcutoff
MADM R99 R95

0.005 91.12 1.34×10−9 0.2646 35.78 28.15
0.006 81.42 1.13×10−9 0.2878 32.58 25.62
0.007 73.58 1.56×10−9 0.3086 30.09 23.65
0.008 71.63 0.84×10−9 0.3275 28.08 22.06
0.009 65.72 0.92×10−9 0.3449 26.40 20.74
0.01 63.85 1.22×10−9 0.3609 24.99 19.63
0.02 45.49 2.06×10−9 0.4751 17.26 13.51
0.03 36.62 2.62×10−9 0.5424 13.77 10.74
0.04 31.99 3.25×10−9 0.5844 11.67 9.065
0.05 28.39 3.94×10−9 0.6103 10.22 7.909
0.06 25.44 4.83×10−9 0.6251 9.148 7.048
0.07 23.74 5.37×10−9 0.6319 8.311 6.375
0.08 22.16 5.99×10−9 0.6327 7.637 5.830
0.09 20.84 7.21×10−9 0.6290 7.081 5.379

Table A.2: Mini Boson Star Properties: Tail, Mass and Radius. This table lists the location,
Rcutoff , at which φ0(R) was fit to (A.2), dm/dR|Rcutoff

, the ADM mass of the star, MADM, and the
areal radii containing 99%MADM and 95%MADM. The computational parameters used to obtain
this data are described in the caption of Tab. A.1. Note that the derivative of the mass aspect
function at Rcutoff is always extremely small, implying that the contribution to MADM from the
tail is negligible.

φ0(0) minα(R) maxψ(R) max z(R) Rmax z RS
0.005 0.9764 1.0111 0.0207 19.03 0.529
0.006 0.9718 1.0134 0.0248 17.32 0.575
0.007 0.9672 1.0157 0.0288 15.98 0.617
0.008 0.9626 1.0180 0.0328 14.90 0.655
0.009 0.9580 1.0203 0.0367 14.00 0.690
0.01 0.9534 1.0226 0.0406 13.24 0.722
0.02 0.9086 1.0454 0.0780 9.05 0.950
0.03 0.8656 1.0678 0.1124 7.14 1.085
0.04 0.8242 1.0898 0.1441 5.98 1.169
0.05 0.7844 1.1114 0.1734 5.17 1.220
0.06 0.7461 1.1325 0.2004 4.56 1.250
0.07 0.7093 1.1532 0.2253 4.08 1.264
0.08 0.6738 1.1735 0.2483 3.69 1.265
0.09 0.6397 1.1933 0.2694 3.36 1.258

Table A.3: Mini Boson Star Properties: Extrema of Metric Components. This table lists the
minimum value of the lapse function, minα(R), the maximum value of the conformal factor,
maxψ(R) and the maximum values of the compactness function max z(R), as well as the loca-
tion, Rmax z, at which z(R) attains its maximum. For comparison purposes, the Schwarzschild
radius, RS ≡ 2MADM, associated with each star, is also tabulated. The computational parameters
used to obtain this data are described in the caption of Tab. A.1.
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Appendix B

Finite Difference Approximations

The technique of finite differencing is the most common approach to the discretization of time

dependent PDEs that has been used in numerical relativity to date. The specific finite difference

approximations (FDAs) that we employ in this thesis are all straightforward, and the novice can

consult any basic text on the subject, such as Mitchell and Griffiths [34], for details on how they

can be derived using, for example, Taylor series expansion. The main purpose of this appendix is to

collect and explicitly display all of the FDAs that are used in the 3D finite difference code described

in the body of the thesis. In addition, in Sec. B.2 we briefly describe a technique which is useful

for deriving FDAs with good regularity properties when one is working in curvilinear coordinates

(spherical polar, cylindrical etc.).

B.1 Finite Difference Operators

We first recall (Sec. 4.1) that we adopt Cartesian (rectangular) coordinates for our computations,

and that our spatial solution domain is then defined by

xmin ≤ x ≤ xmax, (B.1)

ymin ≤ y ≤ ymax, (B.2)

zmin ≤ z ≤ zmax, (B.3)

where xmin, xmax, ymin, ymax, zmin and zmax are prescribed values.

We discretize this domain by introducing a finite difference grid (or mesh), in which the same

constant mesh spacing, h, is used in each of the three coordinate directions. The discrete spatial
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coordinates (xi, yj , zk) that label the grid points are given by

xi = xmin + (i− 1)h, i = 1 . . . nx, (B.4)

yj = ymin + (j − 1)h, j = 1 . . . ny, (B.5)

zk = zmin + (k − 1)h, k = 1 . . . nz, (B.6)

such that

x1 = xmin and xnx
= xmax, (B.7)

y1 = ymin and yny
= ymax, (B.8)

z1 = zmin and znz
= zmax. (B.9)

Here there is an implicit assumption that each of the ranges xmax−xmin, ymax−ymin and zmax−zmin

is evenly divisible by h.

Furthermore, assuming that the calculation is performed on the time interval 0 ≤ t ≤ tmax, we

similarly discretize the time coordinate by defining values, tn, given by

tn = (n− 1)λh, t = 1 . . . nt . (B.10)

Here, λ—which is the ratio of the temporal and spatial mesh spacings—is known as the Courant

number. It will generally satisfy λ < 1 from stability considerations, and will be held constant

when we perform a sequence of computations in which h is varied (when we are performing a

convergence test, for example). Again, there is a tacit assumption that λh evenly divides tmax.

For a generic solution unknown, u(t, x, y, z), which is to be approximated on the grid, we then

introduce the standard finite difference notation

uni,j,k ≡ u(tn, xi, yj, zk) , (B.11)

for the so-called grid-function values, uni,j,k.

Having dispensed with basic definitions, we observe that the finite difference approximations

that we have used fall into two sets. Members of the first set, which are listed in Tables B.1–
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B.4, were used in the actual discretization of the PDEs governing our model, and are all so-

called centred approximations. The second set, enumerated in Tables B.5–B.12, were used to

compute independent residuals (see Sec. 4.2.2), and all of these are either forward or backward

approximations. In all cases, the approximations are second order in the mesh spacing, h. This

includes the FDA (B.15) for the first time derivative, ∂u/∂t, which is used in differencing the

evolution equations (2.173) and (2.174) using a Crank-Nicholson scheme, and where the difference

equations are centred at the “fictitious” grid point (tn+1/2, xi, yj, zk) ≡ (tn + λh/2, xi, yj, zk).

∂u

∂x
→

uni+1,j,k − uni−1,j,k

2h
(B.12)

∂u

∂y
→

uni,j+1,k − uni,j−1,k

2h
(B.13)

∂u

∂z
→

uni,j,k+1 − uni,j,k−1

2h
(B.14)

∂u

∂t
→

un+1
i,j,k − uni,j,k

λh
(B.15)

Table B.1: Centred FDAs of First Order Derivatives.

µtu ≡
un+1
i,j,k + uni,j,k

2
(B.16)

Table B.2: Time Averaging Operator.

∂2u

∂x2
→

uni+1,j,k − 2uni,j,k + uni−1,j,k

h2
(B.17)

∂2u

∂y2
→

uni,j+1,k − 2uni,j,k + uni,j−1,k

h2
(B.18)

∂2u

∂z2
→

uni,j,k+1 − 2uni,j,k + uni,j,k−1

h2
(B.19)

Table B.3: Centred FDAs of Second Order Derivatives.
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∂2u

∂x∂y
→

uni−1,j−1,k − uni−1,j+1,k − uni+1,j−1,k + uni+1,j+1,k

4h2
(B.20)

∂2u

∂y∂z
→

uni,j−1,k−1 − uni,j+1,k−1 − uni,j−1,k+1 + uni,j+1,k+1

4h2
(B.21)

∂2u

∂x∂z
→

uni−1,j,k−1 − uni+1,j,k−1 − uni−1,j,k+1 + uni+1,j,k+1

4h2
(B.22)

Table B.4: Centred FDAs of Mixed Second Order Derivatives.

∂u

∂x
→

−3uni,j,k + 4uni+1,j,k − uni+2,j,k

2h
(B.23)

∂u

∂y
→

−3uni,j,k + 4uni,j+1,k − uni,j+2,k

2h
(B.24)

∂u

∂z
→

−3uni,j,k + 4uni,j,k+1 − uni,j,k+2

2h
(B.25)

Table B.5: Forward FDAs of first order derivatives.

∂u

∂x
→

3uni,j,k − 4uni−1,j,k + uni−2,j,k

2h
(B.26)

∂u

∂y
→

3uni,j,k − 4uni,j−1,k + uni,j−2,k

2h
(B.27)

∂u

∂z
→

3uni,j,k − 4uni,j,k−1 + uni,j,k−2

2h
(B.28)

Table B.6: Backward FDAs of First Order Derivatives.

∂2u

∂x2
→

2uni,j,k − 5uni+1,j,k + 4uni+2,j,k − uni+3,j,k

h2
(B.29)

∂2u

∂y2
→

2uni,j,k − 5uni,j+1,k + 4uni,j+2,k − uni,j+3,k

h2
(B.30)

∂2u

∂z2
→

2uni,j,k − 5uni,j,k+1 + 4uni,j,k+2 − uni,j,k+3

h2
(B.31)

Table B.7: Forward FDAs of Second Order Derivatives.
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∂2u

∂x2
→

2uni,j,k − 5uni−1,j,k + 4uni−2,j,k − uni−3,j,k

h2
(B.32)

∂2u

∂y2
→

2uni,j,k − 5uni,j−1,k + 4uni,j−2,k − uni,j−3,k

h2
(B.33)

∂2u

∂z2
→

2uni,j,k − 5uni,j,k−1 + 4uni,j,k−2 − uni,j,k−3

h2
(B.34)

Table B.8: Backward FDAs of Second Order Derivatives.

∂2u

∂x∂y
→

9uni,j,k − 12uni,j+1,k + 3uni,j+2,k − 12uni+1,j,k + 16uni+1,j+1,k − 4uni+1,j+2,k

4h2

+
3uni+2,j,k − 4uni+2,j+1,k + uni+2,j+2,k

4h2
(B.35)

∂2u

∂y∂z
→

9uni,j,k − 12uni,j,k+1 + 3uni,j,k+2 − 12uni,j+1,k + 16uni,j+1,k+1 − 4uni,j+1,k+2

4h2

+
3uni,j+2,k − 4uni,j+2,k+1 + uni,j+2,k+2

4h2
(B.36)

∂2u

∂x∂z
→

9uni,j,k − 12uni,j,k+1 + 3uni,j,k+2 − 12uni+1,j,k + 16uni+1,j,k+1 − 4uni+1,j,k+2

4h2

+
3uni+2,j,k − 4uni+2,j,k+1 + uni+2,j,k+2

4h2
(B.37)

Table B.9: Forward-Forward FDAs of Mixed Second Order Derivatives.

∂2u

∂x∂y
→

−3uni,j−2,k + 12uni,j−1,k − 9uni,j,k + 4uni+1,j−2,k − 16uni+1,j−1,k

4h2

+
12uni+1,j,k − uni+2,j−2,k + 4uni+2,j−1,k − 3uni+2,j,k

4h2
(B.38)

∂2u

∂y∂z
→

−3uni,j,k−2 + 12uni,j,k−1 − 9uni,j,k + 4uni,j+1,k−2 − 16uni,j+1,k−1

4h2

+
12uni,j+1,k − uni,j+2,k−2 + 4uni,j+2,k−1 − 3uni,j+2,k

4h2
(B.39)

∂2u

∂x∂z
→

−3uni,j,k−2 + 12uni,j,k−1 − 9uni,j,k + 4uni+1,j,k−2 − 16uni+1,j,k−1

4h2

+
12uni+1,j,k − uni+2,j,k−2 + 4uni+2,j,k−1 − 3uni+2,j,k

4h2
(B.40)

Table B.10: Forward-Backward FDAs of Mixed Second Order Derivatives.
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∂2u

∂x∂y
→

−3uni−2,j,k + 4uni−2,j+1,k − uni−2,j+2,k + 12uni−1,j,k − 16uni−1,j+1,k

4h2

+
4uni−1,j+2,k − 9uni,j,k + 12uni,j+1,k − 3uni,j+2,k

4h2
(B.41)

∂2u

∂y∂z
→

−3uni,j−2,k + 4uni,j−2,k+1 − uni,j−2,k+2 + 12uni,j−1,k − 16uni,j−1,k+1

4h2

+
4uni,j−1,k+2 − 9uni,j,k + 12uni,j,k+1 − 3uni,j,k+2

4h2
(B.42)

∂2u

∂x∂z
→

−3uni−2,j,k + 4uni−2,j,k+1 − uni−2,j,k+2 + 12uni−1,j,k − 16uni−1,j,k+1

4h2

+
4uni−1,j,k+2 − 9uni,j,k + 12uni,j,k+1 − 3uni,j,k+2

4h2
(B.43)

Table B.11: Backward-Forward FDAs of Mixed Second Order Derivatives.

∂2u

∂x∂y
→

uni−2,j−2,k − 4uni−2,j−1,k + 3uni−2,j,k − 4uni−1,j−2,k + 16uni−1,j−1,k − 12uni−1,j,k

4h2

+
3uni,j−2,k − 12uni,j−1,k + 9uni,j,k

4h2
(B.44)

∂2u

∂y∂z
→

uni,j−2,k−2 − 4uni,j−2,k−1 + 3uni,j−2,k − 4uni,j−1,k−2 + 16uni,j−1,k−1 − 12uni,j−1,k

4h2

+
3uni,j,k−2 − 12uni,j,k−1 + 9uni,j,k

4h2
(B.45)

∂2u

∂x∂z
→

uni−2,j,k−2 − 4uni−2,j,k−1 + 3uni−2,j,k − 4uni−1,j,k−2 + 16uni−1,j,k−1 − 12uni−1,j,k

4h2

+
3uni,j,k−2 − 12uni,j,k−1 + 9uni,j,k

4h2
(B.46)

Table B.12: Backward-Backward FDAs of Mixed Second Order Derivatives.
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B.2 FDAs for Operators of the Form ∂/∂(rp)

In this section we briefly discuss a technique that is useful for deriving finite difference approxi-

mations that yield discrete solutions with good regularity behaviour in the vicinity of coordinate

singularities. We note that the method was introduced to the numerical relativity community by

Evans in his PhD dissertation [155].

The technique is best illustrated by way of example. We thus consider the radial part of the

Laplacian operator in spherical polar coordinates, (r, θ, φ). Assuming our unknown function, u,

depends only on r, we then have

∇2u = ∇2u(r) =
1

r2
∂

∂r

(

r2
∂u

∂r

)

. (B.47)

In order that the solution be regular (smooth) at the origin, r = 0, u(r) must satisfy

lim
r→0

u(r) = u0 + u2r
2 +O(r4) , (B.48)

where u0 and u2 are constants.

A key observation is that if we insert the above expansion into the right hand side of (B.47) we

find

1

r2
∂

∂r

(

r2
∂u

∂r

)

=
1

r2
∂

∂r

[

r2
∂

∂r

(

u0 + u2r
2 +O(r4)

)

]

=
1

r2
∂

∂r

(

2u2r
3 + O(r5)

)

= 6u2 +O(r2) . (B.49)

We now discrete the right hand side of (B.47) by first introducing a uniform radial grid, rj ≡

(j − 1)h, j = 1, 2, . . . nr, where h is the mesh spacing, and then writing

1

r2
∂

∂r

(

r2
∂u

∂r

)

≃ 1

r2j

[

r2
j+ 1

2

(uj+1 − uj) − r2
j− 1

2

(uj − uj−1)
]

(

rj+1/2 − rj−1/2

)2 . (B.50)

Here rj+1/2 ≡ rj + h/2 and rj−1/2 ≡ rj − h/2. The approximation (B.50) is second order and

seems natural enough, especially if one requires that the expression involve only the values uj−1,

uj and uj−1. However, we now consider evaluating (B.50) for u(r) given by truncating (B.48) at

O(r2), i.e. for u(r) ≡ u0 + u2r
2, where, again, u0 and u2 are constants. Then we find after some
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elementary algebra that

1

r2j

[

r2
j+ 1

2

(uj+1 − uj) − r2
j− 1

2

(uj − uj−1)
]

(

rj+1/2 − rj−1/2

)2 = 6u2 +
1

2
u2
h2

r2j
. (B.51)

This is not the correct leading order behaviour given by (B.49). In particular, at the second grid

point, r2 = h, this evaluates to (6 1
2 )u2, instead of 6u2, so that irrespective of how small we make h,

we will never capture the correct leading order behaviour of the differential operator in the vicinity

of r = 0. Especially in dynamical evolutions, this can lead a lack of solution smoothness near the

origin, and even to numerical instability.

However, with a simple change of variables, and an application of the chain rule, we can rewrite

the radial Laplacian operator as follows

1

r2
∂

∂r

(

r2
∂u

∂r

)

= 3
∂

∂(r3)

(

r2
∂u

∂r

)

(B.52)

which can then be discretized as

3
∂

∂(r3)

(

r2
∂u

∂r

)

≃ 3
(

r3
j+ 1

2

− r3
j− 1

2

)

[

r2j+ 1
2

(uj+1 − uj)

(rj − rj−1)
− r2j− 1

2

(uj − uj−1)

(rj − rj−1)

]

. (B.53)

When this finite difference approximation is evaluated for u(r) ≡ u0 + u2r
2 we find

3
(

r3
j+ 1

2

− r3
j− 1

2

)

[

r2j+ 1
2

(uj+1 − uj)

(rj − rj−1)
− r2j− 1

2

(uj − uj−1)

(rj − rj−1)

]

= 6u2 . (B.54)

Thus, the correct leading order behaviour as r → 0 is mirrored in the discretization through this

change-of-variables trick.

The generalization of this strategy is straightforward. When confronted with a differential

expression of the general form

∂f(r)

∂r
, (B.55)

where f(r) satisfies the regularity condition

lim
r→0

f(r) = cpr
p + cp+2r

p+2 +O(rp+4) , (B.56)
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for some integer p > 0, we rewrite (B.55) as

p rp−1 ∂f

∂(rp)
(B.57)

prior to finite differencing.
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Appendix C

PDEFDAOFF: A MAPLE Package for FDAS

This appendix documents the use of the package PDEFDAOFF (an acronym for Partial Differen-

tial Equation to Finite Difference Approximation using OFF-centred and centred approximation

schemes). The package is a set of Maple46 procedures we wrote to assist in the process of dis-

cretizing the PDEs governing our model using finite difference methods. The package contains two

key Maple procedures, dfdandoff and resndoff which are discussed with illustrative examples in

Secs. C.1 and C.2 below. We note that the examples were extracted directly from the demonstration

worksheet that is included in the distribution [181].

C.1 FDAs of n-dimensional Differential Operators

dfdandoff 47 is a Maple procedure that computes a finite difference approximation to a differential

operator, as applied to function of an arbitrary number of coordinates (x1, x2, . . . , xn). Given a

user-specified order of accuracy, p, the routine returns a finite difference approximation which is

O(hp) accurate in all coordinate directions. This procedure can calculate both centred and off-

centred finite difference formula.

The routine has a header given by

dfdandoff := proc(u::function, x::list(name), ud::name, j::list(name),

h::list(name), q::list(integer), p::integer,

off::list(integer))

where the procedure arguments are defined as follows:

1. u: A generic Maple function of n variables.

2. x: Length-n list of independent variables (coordinates), in alphabetical order.

46Maple is a registered trademark of Waterloo Maple Inc.
47dfdandoff is an acronym for differential finite difference approximation for n-dimensional functions including

off-centred schemes.
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3. ud: Maple name for the finite difference unknown.

4. j: Length-n list of names of indices corresponding to each coordinate.

5. h: Length-n list of coordinate spacings in each direction.

6. q: Length-n list specifying the order of the differential operator with respect to each coordi-

nate direction.

7. p: Approximation order for finite difference scheme

8. off: Length-n list of offsets (one of −1, 0 or 1) which defines the off-centring of the approx-

imation in each coordinate direction.

C.1.1 1-dimensional Examples

We first define a Maple alias for u(x) which suppresses the functional dependence on output, and

allows us to omit the explicit dependence on input:

> alias(u=u(x));

u

Our initial examples deal with first derivatives and illustrate the importance of proper spec-

ification of the “off-centring” argument, off. Thus, if one naively attempts to find a first order

centred scheme for du/dx, by using [0] as the value of off, the procedure executes as follows:

> dfdandoff(u, [x], ud, [i], [hx], [1], 1, [0]);

Error, (in dfdandoff) invalid input: rhs received 1, which is not valid

for its 1st argument, expr

We do not consider this a bug since there is no O(h) centred scheme for d/dx. Indeed, the simplest

FDAs of d/dx are the first order backward and forward approximations. We can generate the

backward formula using off := [-1]:

> dfdandoff(u, [x], ud, [i], [hx], [1], 1, [-1]);

∂

∂x
ui = −ud i−1

hx
+

ud i
hx
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To verify the correctness of the finite difference operators that dfdandoff computes—which

means that we ensure that that approximations are O(hp) accurate—we use another Maple proce-

dure, fdaeval, due to Choptuik and which is included in PDEFDAOFF. fdaeval has the header

fdaeval := proc(c::array(integer), sigma::algebraic)

with arguments defined as follows:

1. c: A coefficient array such that c[j] is the relative weight of the unknown, ui+j , in the finite

difference approximation centred at xi.

2. sigma: An overall scale factor to be applied to the formula.

The input to fdaeval thus defines an expression of the form

σ

jmax
∑

j=jmin

cjui+j ≡ σ

jmax
∑

j=jmin

cju(xi + jh) (C.1)

where h is the (constant) mesh spacing that is hard-coded in the procedure. fdaeval then replaces

all of the ui+j ≡ u(xi + jh) with Taylor series expansions (in h) about the value ui ≡ u(xi).

Provided that (C.1) does define a consistent approximation to some differential operator applied

at x = xi, fdaeval will return that operator (acting on u, which again is hard coded into the

routine), as well as the leading order truncation error terms.

Thus, we can check the above invocation of dfdandoff as follows:

> abwh := array(-1..0, [-1,1]);

abwh := ARRAY (−1..0, [0 = 1,−1 = −1])

> fdaeval(abwh, 1/h);

D(u) (x) − 1

2
D(2) (u) (x) h+

1

6
D(3) (u) (x) h2

This shows that, as expected, our backward formula is a valid first order finite difference approxi-

mation of du/dx.

Continuing, we can generate and check the O(h2) centred, forward and backward approxima-

tions of du/dx as follows:

> # Centred approximation

> dfdandoff(u, [x], ud, [i], [hx], [1], 2, [0]);
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∂

∂x
ui = −1

2

ud i−1

hx
+

1

2

ud i+1

hx

> ach2 := array(-1..1, [-1,0,1]):

> fdaeval(ach2, 1/(2*h));

D (u) (x) +
1

6
D(3) (u) (x)h2

> # Backward approximation

> dfdandoff(u, [x], ud,[i], [hx], [1], 2, [-1]);

∂

∂x
ui =

1

2

ud i−2

hx
− 2

ud i−1

hx
+

3

2

ud i
hx

> abwh2 := array(-2..0, [1,-4,3]):

> fdaeval(abwh2, 1/(2*h));

D (u) (x) − 1

3
D(3) (u) (x)h2 +

1

4
D(4) (u) (x)h3

> # Forward approximation

> dfdandoff(u, [x], ud, [i], [hx], [1], 2, [1]);

∂

∂x
ui = −3

2

ud i
hx

+ 2
ud i+1

hx
− 1

2

ud i+2

hx

> afwh2 := array(0..2, [-3,4,-1]):

> fdaeval(afwh2, 1/(2*h));

D (u) (x) − 1

3
D(3) (u) (x)h2 − 1

4
D(4) (u) (x)h3

We conclude this section with examples illustrating the computation of O(h4) accurate approx-

imations for the second derivative, d2u/dx2.

> # Centred approximation

> dfdandoff(u, [x], ud, [i], [hx], [2], 4, [0]);

∂2

∂x2
ui = − 1

12

ud i−2

hx 2 +
4

3

ud i−1

hx 2 − 5

2

ud i

hx 2 +
4

3

ud i+1

hx 2 − 1

12

ud i+2

hx 2

> a2ch4 := array(-2..2, [-1,16,-30,16,-1]):

> fdaeval(a2ch4, 1/(12*h**2));

D(2) (u) (x) − 1

90
D(6) (u) (x) h4
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> # Forward approximation

> dfdandoff(u, [x], ud, [i], [hx], [2], 4, [2]);

∂2

∂x2
ui =

15

4

ud i

hx 2 − 77

6

ud i+1

hx 2 +
107

6

ud i+2

hx 2 − 13
ud i+3

hx 2 +
61

12

ud i+4

hx 2 − 5

6

ud i+5

hx 2

> a2fw2h4 := array(0..5, [45,-154,214,-156,61,-10]):

> fdaeval(a2fw2h4, 1/(12*h**2));

D(2) (u) (x) − 137

180
D(6) (u) (x) h4 − 19

12
D(7) (u) (x)h5

C.1.2 3-dimensional Example

The following example illustrates the use of dfdandoff for functions with dependence on three

independent variables.

> alias(w=w(x,y,z));

w

> # Second order forward approximation of d/dx

> dfdandoff(w, [x,y,z], wd, [i,j,k], [hx,hy,hz], [0,0,1], 2, [0,0,1]);

∂

∂z
wi,j,k = −3

2

wd i,j,k
hz

+ 2
wd i,j,k+1

hz
− 1

2

wd i,j,k+2

hz

C.2 Residual Evaluators for n-dimensional PDEs

resndoff 48 is a Maple procedure that automatically generates residuals evaluators associated with

the finite-difference discretization of a general partial differential equation in n-dimensions. This

routine was initially written with elliptic PDEs in mind, and in conjunction with the multigrid

method, where the evaluation of residuals plays an important role when a relaxation technique is

used as a smoother. However resndoff can also be employed in the context of time-dependent

PDEs. In particular, it is very useful for generating independent residual evaluators for all types

of PDEs, including time-dependent ones. As discussed in Chap. 4, independent residual evaluation

is a very powerful tool for verifying the implementation of finite difference codes, especially when

48resndoff is an acronym for residual evaluator for n-dimensional PDEs including off-centred finite difference
schemes.
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one can be confident that the independent residual evaluators are themselves error-free. Use of a

routine such as resndoff helps ensure that this is the case.

resndoff has the following header:

resndoff := proc(eqn::equation, u::list(function), x::list(name),

ud::list(name), j::list(name), h::list(name), p::integer,

off::list(integer))

with procedure arguments defined as follows:

1. eqn: Partial differential equation for which independent residual is to be computed.

2. u: List of Maple names of the functions appearing in the PDE.

3. x: List of independent variables (coordinates).

4. ud: List of Maple names for the discrete representations of the functions (i.e. the grid function

names).

5. j: Length-n list of names of indices corresponding to each coordinate.

6. h: Length-n list of coordinate spacings in each direction.

7. p: Approximation order for finite difference scheme.

8. off: Length-n list of offsets which defines the off-centring of the approximation in each

coordinate direction.

Its use is illustrated here for the case of a nonlinear Poisson equation in 3 dimensions, where

compactified Cartesian coordinates are adopted:

> # Define aliases for the functional dependence of u and f.

> alias(u=u(chi,eta,zeta), f=f(chi,eta,zeta));

u, f

> # Define the PDE.

> POI3DCP := (1-chi**2)*diff((1-chi**2)*diff(u,chi),chi)+

(1-eta**2)*diff((1-eta**2)*diff(u,eta),eta)+

(1-zeta**2)*diff((1-zeta**2)*diff(u,zeta),zeta)+sigma*u**2=f;
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(

1 − χ2
)

(

−2χ
d

dχ
u+

(

1 − χ2
) d2

dχ2
u

)

+
(

1 − η2
)

(

−2 η
d

dη
u+

(

1 − η2
) d2

dη2
u

)

+
(

1 − ζ2
)

(

−2 ζ
d

dζ
u+

(

1 − ζ2
) d2

dζ2
u

)

+ σ u2 = f

> # Generate the residual

> resndoff(POI3DCP, [u,f], [chi,eta,zeta], [ud,fd], [i,j,k], [hx,hy,hz],

2, [0,0,0]);

(

1 − χi
2
)

[

−2χi

(

−1

2

ud i−1,j,k

hx
+

1

2

ud i+1,j,k

hx

)

+
(

1 − χi
2
)

(

ud i−1,j,k

hx 2 − 2
ud i,j,k

hx 2 +
ud i+1,j,k

hx 2

)]

+
(

1 − ηj
2
)

[

−2 ηj

(

−1

2

ud i,j−1,k

hy
+

1

2

ud i,j+1,k

hy

)

+
(

1 − ηj
2
)

(

ud i,j−1,k

hy2 − 2
ud i,j,k

hy2 +
ud i,j+1,k

hy2

)]

+
(

1 − ζk
2
)

[

−2 ζk

(

−1

2

ud i,j,k−1

hz
+

1

2

ud i,j,k+1

hz

)

+
(

1 − ζk
2
)

(

ud i,j,k−1

hz 2 − 2
ud i,j,k

hz 2 +
ud i,j,k+1

hz 2

)]

+ σ ud i,j,k
2 − fd i,j,k = 0
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Appendix D

Review of Relaxation Methods

In this appendix we provide a quick review of relaxation techniques as applied to large sparse

systems of algebraic equations (both linear and nonlinear). Relaxation methods are used in two

distinct capacities in the 3D code that we describe in the main body of the thesis:

1. In the case of the hyperbolic PDEs, point-wise Newton-Gauss-Seidel relaxation is used to solve

the time-implicit algebraic equations that result from our use of an O(h2) Crank-Nicholson

scheme.

2. For the elliptic PDEs, point-wise Newton-Gauss-Seidel is used as a smoother in the context

of the multigrid solution of the discrete equations, which again arise from an O(h2) approxi-

mation of the PDEs.

The reader who is interested in full details concerning relaxation methods and related iterative

techniques for the solution of large systems of equations should consult the classic reference by

Varga [168].

D.1 The Linear Case: Jacobi and Gauss-Seidel Relaxation

We write a general linear system of equations in the form

Lu = f , (D.1)

where L is a N × N matrix, and u and f are N -component column vectors. In the typical case

of interest, u will enumerate all of the discrete unknowns, u(tn, xi, yj , zk), associated with the

finite difference approximation of some continuum function, u(t, x, y, z), at some specific discrete

time, t = tn. The size of the system will then be given by N = nx × ny × nz, where nx, ny and

nz are the number of grid points in the x, y and z directions, respectively. Due to the locality

of finite difference operators, the matrix L will generally be very sparse: that is, unless nx, ny
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and nz are very small, most of its entries will be 0, and the fraction of non-zeros will in fact

tend to 0 as the mesh spacing h approaches 0. As is well known, even if one adopts a specially

crafted ordering of the unknowns (see [164] for example), the solution of (D.1) using standard

methods of numerical linear algebra—that is, using some form of Gaussian elimination such as LU

decomposition [160]—is extremely inefficient. This is already the case for discretizations of problems

in 2 spatial dimensions, and is even more so for 3D calculations. For example, consider the situation

where the 3D Poisson equation in (x, y, z) coordinates has been discretized on a uniform mesh with

n = nx = ny = nz grid points per edge of the computational domain. Then the size of the system is

N = n3. We assume that we have used the standard O(h2) 7-point approximation for the discrete

Laplacian, which couples a particular unknown to its nearest neighbours in each of the three

coordinate directions, and that we have numbered the unknowns in so called lexicographic order

(((uijk, i = 1, . . . n), j = 1, . . . n), k = 1, . . . n). Then the bandwidth of L is O(n2) = O(N2/3), and

the cost for solution via Gaussian elimination will be O(N7/3) in computational time and up to

O(N5/3) in memory. In practice this precludes direct solution of (D.1) for any but the smallest 3D

problems.

The class of iterative techniques known as relaxation methods were developed decades ago

largely in response to the need to efficiently solve the large systems of algebraic equations arising

from the finite-difference discretization of PDEs, particularly those of elliptic type. Relaxation

methods directly exploit the sparsity structure of these systems, and have the further advantage of

having extremely economical memory requirements, since the system of equations is not explicitly

stored.

We thus start with the general notion of an iterative, or fixed point technique for the solution

of (D.1). We note that the system can be rewritten as

u = Tu + c , (D.2)

where T is the N×N update matrix and c is a constant vector that depends on the specific iterative

method used. The idea is to choose T and c such that starting from some initial estimate, u(0), of

u, the iteration

u(k+1) = Tu(k) + c , (D.3)
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has a fixed point u which satisfies (D.1). That is, we want

lim
k→∞

u(k) = u . (D.4)

Whether or not the iteration (D.3) converges is determined by the eigenvalues of the update matrix

T. More precisely, the necessary and sufficient condition for convergence is that the spectral radius,

ρ(T), of T satisfy ρ(T) < 1. We recall that the spectral radius may be defined as

ρ(T ) = max
1≤i≤N

|λi|, (D.5)

where λi are the eigenvalues of T. For strictly diagonally dominant matrices T, which satisfy

|Tii| >
N

∑

j=1
j 6=i

|Tij |, (D.6)

two iterative schemes become particularly interesting since they are known to converge for any

initial estimate u(0). This observation is pertinent to the case of equations resulting from FDA

approximation since such systems often satisfy some form of diagonal dominance, which although

frequently weaker than (D.6), is still enough to ensure convergence of the methods we will outline.

Although the formal analysis of relaxation methods (again, see [168]) typically proceeds via a

matrix approach which involves a decomposition, or splitting, of L, for our purposes it is more

intuitive to describe the techniques as they are typically implemented as computer code. We thus

write (D.1) in the form
N

∑

j=1

Lijuj = fi, i = 1, 2, . . . , N , (D.7)

which amounts to explicitly writing out the action of each row of L on u, and equating it to the

corresponding element of f . We then view any of the N subsystems of equations defined by (D.7)

as an equation for the single unknown, ui. Solving for ui we get

ui =
1

Lii






−

N
∑

j=1
j 6=i

Lijuj + fi






, (D.8)

and the sequence of approximations starting from the initial guess u(0) can be generated component
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by component using

u
(k)
i =

1

Lii






−

N
∑

j=1
j 6=i

Liju
(k−1)
j + fi






, i = 1, 2, . . . , N. (D.9)

The method defined by (D.9) is known as Jacobi iteration. We note that it requires that we

store values for both the current approximation, u(k), as well as the previous estimate, u(k−1).

Crucially, however, for systems derived from FDAs there is no need to explicitly store the elements

of L. Rather, the computation of the right hand side of (D.9) simply amounts to the evaluation of

the finite difference formula at a given grid point, so that the components Lij are effectively “hard

coded” into the computer program. Thus, the memory requirements for the technique—and for all

relaxation methods—are the optimal O(N). We also note at this point that the complete process

of iterating the solution estimate from u(k) to u(k+1) is frequently called a relaxation sweep, in

appeal to the notion that one “sweeps” through the finite difference grid, updating one discrete

unknown at a time.

The other relaxation technique we wish to consider can be viewed as a simple modification of the

Jacobi iteration that aims to speed convergence by using the most recently computed components

of the solution estimate when they are available. So, assuming that we are updating the unknowns

ui
(k) in the order i = 1, 2, . . . , N , then for j < i we will have already computed uj

(k), while for

j > i we will need to use values uj
(k−1). We thus modify (D.9) as follows:

u
(k)
i =

1

Lii



−
i−1
∑

j=1

Liju
(k)
j −

N
∑

j=i+1

Liju
(k−1)
j + fi



 , i = 1, 2, . . . , N . (D.10)

This defines the Gauss-Seidel iteration for the solution of (D.1). In practice, Gauss-Seidel relaxation

does tend to require fewer sweeps than Jacobi to achieve convergence to a specified tolerance. 49

Additionally, Gauss-Seidel iteration only needs storage for a single instance of the unknown vector,

which is half of that required by the Jacobi method.

We should also emphasize at this juncture that the methods given by (D.9) and (D.10) can be

further qualified as defining point-wise Jacobi and point-wise Gauss-Seidel relaxations, respectively.

This distinguishes the techniques from extensions of the methods in which groups of unknowns—

49It should be noted, however, that both Gauss-Seidel and Jacobi generally have the same asymptotic convergence
rate [168].
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u(xi, yj, zk), i = 1, . . . , N , for fixed j and k, for example—are updated simultaneously. These

generalizations are known as line relaxation methods, and although we have mentioned them briefly

in Sec. 2.4.5, we did not use them in any of the work described in this thesis.

In preparation for our discussion of nonlinear systems in the next section it is useful to describe

the point-wise Gauss-Seidel iteration (D.10) in terms of the residual vector associated with the

approximate solution. First, given the approximation u(k) that is defined after the completion of

the k-th relaxation sweep, we define the residual vector r(k) by

r(k) ≡ Lu(k) − f , (D.11)

so that, assuming that the Gauss-Seidel iteration converges, we have

lim
k→∞

r(k) = 0 , (D.12)

where 0 is the N -component 0–vector. We again emphasize that we can only compute rk after the

k-th pass through the solution unknowns has been completed. We therefore further introduce the

concept of a running residual, generically denoted r̃, which has components that are continually

changing as individual unknowns are updated. We thus define the (running) unknown vector ũi
(k),

which at any iteration k, has the following “instantaneous” values when we have just updated

unknown i− 1 and are about to update unknown i:

ũ
(k)
i =

[

u
(k)
1 , u

(k)
2 , . . . , u

(k)
i−1, u

(k−1)
i , . . . , u

(k−1)
N

]T

. (D.13)

With this definition, the running residual, r̃i
(k), is given by

r̃i
(k) ≡ Lũi

(k) − f , (D.14)

where the subscript i reminds us that r̃i
(k) has components that are constantly changing as we

sweep through the grid, updating unknowns one by one. Using (D.10) and (D.14), we can explicitly

write the components, [̃ri
(k)]m, of the running residual vector as

[̃ri
(k)]m =

i−1
∑

j=1

Lmju
(k)
j +

N
∑

j=i+1

Lmju
(k−1)
j + Lmiu

(k−1)
i − fm. (D.15)
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For the particular case of the i-th residual this last expression gives us

[̃ri
(k)]i =

i−1
∑

j=1

Liju
(k)
j +

N
∑

j=i+1

Liju
(k−1)
j + Liiu

(k−1)
i − fi , (D.16)

which upon insertion into (D.10) yields a more compact form of the point-wise Gauss-Seidel itera-

tion:

u
(k)
i = u

(k−1)
i − [̃ri

(k)]i
Lii

. (D.17)

This expression will be generalized to the case of nonlinear relaxation in the next section.

D.2 The Nonlinear Case: Newton-Gauss-Seidel Relaxation

In situations such as ours, where the governing PDEs are nonlinear, finite difference approximation

will naturally lead to large sparse, systems of nonlinear algebraic equations. Newton’s method [160]

then provides a route to extend the techniques described above so that they can be used to solve

nonlinear systems.

We begin then by reviewing Newton’s method for the solution of single nonlinear equation in a

single unknown, u. We write the equation in the canonical form

f(u) = 0 , (D.18)

and note that the technique is itself iterative. Thus we must start with some initial estimate, u[0],

of the solution, and then generate iterates, u[n], such that, assuming that the method converges

(which generally is dependent on the quality of the initial guess), we have limn→∞ u[n] = u. The

Newton iteration for (D.18) is then given by

u[n+1] = u[n] − f
(

u[n]
)

f ′
(

u[n]
) , (D.19)

where f ′(u) ≡ df(u)/du. Defining the residual, r[n], associated with the iterate, u[n], as

r[n] ≡ f
(

u[n]
)

, (D.20)
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we can rewrite (D.19) as

u[n+1] = u[n] − r[n]

f ′
(

u[n]
) . (D.21)

We now assume that the system of N equations that result from the finite difference discretiza-

tion of our PDEs has been written in the canonical form

Fi[u] = 0 , i = 1, 2, . . . , N , (D.22)

where each of the Fi, i = 1, . . . , N is a nonlinear function of the unknowns, u = [u1, u2, . . . , uN ]T

(but only a few of them in general, again due to the locality of finite difference operators).

The application of relaxation to nonlinear equations again involves relaxation sweeps through

the unknowns, so focusing on the extension of the Gauss-Seidel method, and in analogy to what

we did in the previous section, we define the components, [̃ri
(k)]m, of the running residual vector

by

[̃ri
(k)]m ≡ Fm[ũi

(k)] . (D.23)

Here, the running solution vector, ũi
(k), is defined by (D.13) as previously, and the subscript i

again emphasizes that the elements of the running vectors are constantly changing as we sweep

through the grid, updating each unknown in turn.

With this definition, and using (D.21), the (one-step) point-wise Newton-Gauss-Seidel relax-

ation method is defined by

ui
(k) = ui

(k−1) − [̃ri
(k)]i
Jii

, (D.24)

where the “diagonal Jacobian element”, Jii is given by

Jii =
∂Fi [u]

∂ui

∣

∣

∣

∣

ui=ui
(k−1)

(D.25)

The additional nomenclature “one step” indicates that we do not use Newton’s method to fully

solve any of the individual nonlinear equations as we visit the unknowns; instead, we apply only one

iteration of the Newton technique before moving on to the next unknown. This strategy is largely

motivated by the observation that a complete solution of any individual equation will generally

represent some amount of wasted computational work, since as soon as one of the neighbouring

unknowns is modified by the subsequent relaxation process, the equation will no longer be satisfied.


